Abstract—In this paper, we propose a power optimal opportunistic scheduling scheme for a multuser single hop Time Division Multiple Access (TDMA) system. We formulate the problem of minimizing average transmission power with different minimum information theoretic rate constraints for individual users. We suggest a stochastic approximation based scheme to implement the policy and argue the convergence of this algorithm. Finally, we extend the power optimal scheduling algorithm for providing temporal fairness among users.

I. INTRODUCTION

Wireless channels exhibit time varying fading characteristics, which vary from user to user. This multuser diversity can be exploited by opportunistically scheduling the user with the best channel condition. Multuser diversity has been explored in the pioneering work of Knopp and Humblet [1], where the problem of maximizing the information capacity of the uplink in a single cell environment under an average power constraint has been addressed. Opportunistic scheduling, however, introduces the issue of fairness among users. Proportional fairness in multuser diversity has been investigated in [2].

In wireless systems, battery and transmission power constraints mandate conservative energy expenditure during transmission. Hence, resource allocation policies have to optimize energy resources subject to Quality of Service (QoS) constraints like minimum rate, delay and fairness. Most of the research work in energy efficient scheduling has focused on a point to point wireless link scenario. [3] provides an overview of energy efficient scheduling under delay constraints.

In this paper, we consider energy optimal opportunistic control strategies for a multuser TDMA system subject to minimum rate constraints. Moreover, we propose an online algorithm based on stochastic approximation and argue that this method achieves optimality. We also extend the algorithm to consider “temporal” long term fairness as well as short term fairness. [4] [5] [6] have investigated opportunistic scheduling under various types of fairness constraints. However, they do not consider variation in transmission power for energy efficient scheduling.

In [7], the authors have considered an interference-based joint scheduling and power allocation scheme for a multicellular environment. Though their problem formulation is mathematically similar to ours, issues such as the convergence, optimality and stability of the iterative algorithm have not been addressed. Moreover, we have validated our algorithm for independent and identically distributed (i.i.d.) as well as Markovian channel fading. Further, our formulation also incorporates temporal fairness.

In Section II, we describe our system model and derive the optimal scheduling policy. In Section III, we describe the stochastic approximation method used to solve the joint opportunistic and power optimal scheduling problem. In Section IV, we introduce a temporal short term fair power optimal scheme, which is based on the long term fair scheduler in Section IV-A.

II. OPTIMAL SCHEDULING

Consider a multuser TDMA system with the base station as the centralized scheduler. Time is divided into slots of equal duration. The channel is time varying with slow fading. The channel state at the beginning of slot $n$ is denoted by the vector $(x_1(n), x_2(n), \cdots, x_N(n))$, where $x_i(n)$ denotes the channel gain for user $i$ at slot $n$ and $N$ is the number of users. We assume that the channel state (channel gain) changes only at slot boundaries and perfect channel state information (CSI). The channel state process $(x_1(n), x_2(n), \cdots, x_N(n))$ is assumed to be $\mathbb{R}^d$-valued and ergodic with marginal distribution $\nu$, where $N \geq d \geq 1$. Channel gains experienced by different users are i.i.d. The channel state evolution with time can be either i.i.d. or Markovian. The rate requirement of each user is known apriori at the base station.

In any given time slot, only one user is allowed to transmit. The scheduler determines the user who can transmit and its transmission power subject to that user’s rate constraint. For each user $i$, we associate an indicator function $y_i(n)$ which is 1 if user $i$ is scheduled at time slot $n$, otherwise it is 0. Let $q(n)$ be the actual transmission power of the scheduled user at time slot $n$. Let $C_i$ be the time-average minimum rate requirement for user $i$. We consider the rate to be information theoretic rate $U_i$, where $U_i$ is increasing and concave in channel gain $x_i$ and power $q$ and is given by $U_i(q, x_i) = \log(1 + qx_i)$. Our objective is to minimize average power subject to average rate constraints, which can be expressed as:

$$\min \limsup_{M \to \infty} \frac{1}{MN} \sum_{n=1}^{M} \sum_{i=1}^{N} q(n)y_i(n),$$

By temporal fairness, we mean that each user has access to certain number of time slots.
Due to ergodicity, we focus on the transmission policy for any slot and do not explicitly state the dependence of the channel state process on time $n$. Let $x = (x_1, \ldots, x_N)$ denote the channel state vector. $A = (e_1, \ldots, e_N)$, where $e_i$ denotes the unit vector in the $i$th coordinate direction. Let $y = (y_1, \ldots, y_N)$ be the vector of indicator random variables. Note that only one of the random variables $y_i$ will be 1 in a given time slot. Let $p$ be the conditional law of $(q, y)$ given $x$, which can be decomposed as $p_1(dq|y, x)p_2(y|x)$. Thus, we can write the optimization problem (1) as:

$$
\min_{q} \int_{[0,\infty)} \int_{\mathcal{A}} p_1(dq|y, x)p_2(y|x)q, \quad \text{s.t.} \int_{[0,\infty)} \int_{\mathcal{A}} p_1(dq|y, x)p_2(y|x) \log(1 + q y_i x_i) \geq C_i \quad \forall i, \quad q \geq 0.
$$

Proposition 1: The optimal policy is to select user $k$ and transmission power $q^*$, where

$$
k = \arg\min_i \left\{ \left( \lambda_i - \frac{1}{x_i} \right)^+ - \lambda_i \log \left( 1 + \left( \lambda_i - \frac{1}{x_i} \right)^+ x_i \right) - C_i \right\}, \quad (3)
$$

and $\lambda_i$ is the Lagrange multiplier associated with the rate constraint for user $i$.

Proof: The Lagrangian associated with (2) is

$$
f(p_1, p_2, \lambda) \triangleq \int_{\mathcal{A}} \int_{[0,\infty)} p_1(dq|y, x)p_2(y|x) \left( q - \sum_i \lambda_i \left[ \log (1 + q y_i x_i) - C_i \right] \right), \quad (5)
$$

where $\lambda = (\lambda_1, \ldots, \lambda_N)$. Therefore, the optimization problem decomposes into: minimize with respect to (w.r.t.) $p_1(q|x, y)$ and then minimize w.r.t. $p_2(y|x)$. Note that the cost function $f(p_1, p_2, \lambda)$ is linear in the joint probability distribution when the marginal distribution of $x$ is fixed and the minimization is over the conditional distributions. The set of probability distributions with a fixed marginal is a closed convex set with extreme points corresponding to those distributions for which the conditional distributions are points masses [8]. Thus for each $x$, we minimize over $q$ and $y$. The Lagrangian (5) is strictly convex w.r.t. $q$ and $y$ and hence the minimizer is unique. Since joint minimization over $q$ and $y$ and hence the minimizer is unique. Since joint minimization over $q$ and $y$ and hence the minimizer is unique. Since joint minimization over $q$ and $y$ and hence the minimizer is unique.

minimize (5) w.r.t. $q$ for a fixed $i$ which corresponds to $y = e_i$. The reduced single user min-max problem is:

$$
\max_{\lambda_i} \min_{q} \mathcal{L}(\lambda_i, q) \quad \forall i \quad (6)
$$

where $\mathcal{L}(\lambda_i, q) = q - \lambda_i \log (1 + q x_i) - C_i$. Denote the optimal $q$ for $y = e_i$ by $q_i$. To minimize (6) w.r.t. $q$, we differentiate $\mathcal{L}(\lambda_i, q)$ w.r.t. $q$,

$$
\frac{\partial \mathcal{L}}{\partial q} = 1 - \lambda_i \left( \frac{x_i}{1 + qx_i} \right), \quad (7)
$$

leading, by the Kuhn-Tucker theorem [9], to

$$
q_i = \left( \lambda_i - \frac{1}{x_i} \right)^+. \quad (8)
$$

Minimizing (5) w.r.t. $y$ yields the optimal policy,

$$
k = \arg\min_i \left\{ q_i - \lambda_i \left[ \log (1 + q_i x_i) - C_i \right] \right\}
$$

$$
= \arg\min_i \left\{ \left( \lambda_i - \frac{1}{x_i} \right)^+ - \lambda_i \left[ \log \left( 1 + \left( \lambda_i - \frac{1}{x_i} \right)^+ x_i \right) - C_i \right] \right\}. \quad (9)
$$

The optimal policy is to schedule user $k$ which satisfies (9). The scheduled user will transmit with power $q^*_i = q_k$ as given in (8).

III. STOCHASTIC APPROXIMATION BASED ONLINE ALGORITHM

In this section, we propose a stochastic approximation based online optimal algorithm to estimate parameters $\lambda$ of the optimal policy and show that the algorithm converges to the optimal $\lambda$ with probability (w.p.) 1.

After minimizing (5) over $(q, y)$ as in Section II, we maximize over $\lambda$ to obtain the optimal solution. The stochastic gradient ascent scheme for maximization over $\lambda$ is given by,

$$
\lambda_i(n + 1) = \Gamma \left( \lambda_i(n) - a(n) \left[ y_i(n) \log \left( 1 + \left( \lambda_i - \frac{1}{x_i} \right)^+ x_i \right) \right] - C_i \right) \quad \forall i \quad (10)
$$

where:

1) $y_i(n) = I(q^*_i - \lambda_i \log (1 + q^*_i x_i) - C_i) \leq (q^*_i - \lambda_i \log (1 + q^*_i x_j) - C_j), i \neq j$.

2) $a(n)$ is a positive scalar sequence satisfying [10],

$$
\sum_n a(n) = \infty, \quad \sum_n a(n)^2 < \infty.
$$

3) $\Gamma(\cdot)$ is the projection to the set $[0, L]$ where $L \geq 0$ is a very large but finite number, i.e., $\Gamma(x) = \max(0, \min(x, L))$.

$^3I(a \leq b) = 1$ if $a \leq b$, = 0 otherwise.
4) We take \( a(n) = \frac{k}{n} \), where \( l \), the initial learning rate, is a small constant.

Note that we have assumed the transmission power \( q \) to be unconstrained. However, if we impose a constraint \( q \leq q_{\text{max}} \) for a prescribed \( q_{\text{max}} < \infty \), then we can replace \( q^* \) by \( \bar{q}^* = q^* \wedge q_{\text{max}} \).

In [4] [5] [6], the authors have used stochastic approximation algorithm, but the convergence proof is not discussed, also the technical proof involved in these algorithms is simple because of the differentiable functions involved in the algorithm. We now sketch the proof of convergence for the stochastic approximation scheme as outlined in (10). The details, though highly technical, are routine [11] and will be omitted here due to lack of space. We consider the channel state process to be i.i.d. across slots. The proof of convergence for the Markovian model is along similar lines.

Let \( y_i(n) = y_i(n) \) with \( \lambda_i(n) \) replaced by \( \lambda_i \) and \( E_{\alpha}[\cdot] \) denote the stationary expectation. Rewrite iteration (10) as,

\[
\lambda_i(n + 1) = \Gamma(\lambda_i(n) + a(n)[h_i(\lambda(n)) + M_i(n + 1)]),
\]

where,

\[
h_i(\lambda(n)) = E_{\alpha}[\dot{y}_i(n) \left( \log \left( 1 + \left( \lambda_i - \frac{1}{x_i(n)} \right)^+ x_i(n) \right) - C_i \right)] |_{\lambda_i = \lambda_i(n)},
\]

\[
M_i(n + 1) = y_i(n) \log \left( 1 + \left( \lambda_i(n) - \frac{1}{x_i(n)} \right)^+ x_i(n) \right) - C_i - h_i(\lambda(n)).
\]

This iteration will converge with probability 1 to an invariant set of the differential equation \([10]\)

\[\dot{\lambda}(t) = h(\lambda(t)) + z(t),\]

where \( h(\cdot) = [h_1(\cdot), \ldots, h_N(\cdot)] \) and \( z(t) = [z_1(t), \ldots, z_N(t)] \) is the boundary correction term due to the projection operator \( \Gamma \) \([10]\). Note that \( h_i(\lambda) \in \partial F(\lambda) \), where,

\[
F(\lambda) = E_{\alpha}\left[ \min_i \left\{ \left( \lambda_i - \frac{1}{x_i(n)} \right)^+ - \lambda_i \left( \log \left( 1 + \left( \lambda_i - \frac{1}{x_i(n)} \right)^+ x_i(n) \right) - C_i \right) \right\} \right]
\]

\[(12)\]

is the point-wise minimum of a family of affine functions of \( \lambda \) and is a strictly concave function of \( \lambda \). \( \partial F \) denotes its superdifferential. This can be verified by invoking the recent extensions of the envelope theorem \([12]\) \([13]\). Thus the ordinary differential equation (11) may be viewed as the differential inclusion

\[\dot{\lambda}(t) \in \partial F(\lambda(t)) + z(t).\]

This is a supergradient ascent scheme for a strictly concave function and thus will converge to its unique maximum on the constraint set. If \( L \) is sufficiently large, this will be the desired vector of Lagrange multipliers by the saddle point theorem \([9]\).

Thus, the iterates (10) converge almost surely to the Lagrange multipliers.

\( a \wedge b = \min(a, b) \)

Fig. 1. Convergence for i.i.d. channel model

A. Convergence of Stochastic Approximation Algorithm

We demonstrate the convergence of \( \lambda_i(n) \) via simulations. Consider a single hop network of 4 wireless users with 1 base station. We assume a Rayleigh fading channel, whose probability density function is given by \( \mu(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2} \), where \( \gamma > 0 \). We first show the convergence for channel model with i.i.d. Rayleigh fading. To make sense of absolute numbers, we take \( C = (0.6, 0.8, 0.7, 0.2) \), \( \lambda(0) = (1, 1.1, 1) \), and \( \gamma = (1, 1, 0.9, 0.3) \). Figure 1 shows the convergence of \( \lambda \)'s for i.i.d. channel. The average power vector to achieve the desired rates over 50 independent runs is, \( P = (0.7557, 1.0925, 1.0546, 0.9612) \).

For simulation purposes, we next model the more general case of Markovian channel fading to demonstrate the correctness of our algorithm. Assume that the channel gain for user \( i \) obeys the auto-regressive equation,

\[x_i(n + 1) = \alpha x_i(n) + (1 - \alpha) g_i(n),\]

\[(13)\]

where noise \( g_i(n) \) is Gaussian with variance \( \sigma \) and correlation coefficient \( \alpha \). We take \( \alpha = 0.3 \), \( C = (0.6, 0.8, 0.7, 0.2) \), \( \lambda(0) = (1, 1.1, 1) \), and \( \sigma = (1, 1, 0.9, 0.3) \). Figure 2 shows a particular trajectory for \( \lambda_i(n) \). Our results demonstrate that the Lagrange multipliers converge for all users within 3000 iterations. The average power required is given by \((1.3677, 1.9966, 1.8971, 1.6322)\). From the absolute numbers it can be inferred that average power required for the Markovian channel is greater than for i.i.d. channel case, as expected.

**Remark 1:** In wireless data transfer applications, the duration of transfer is of the order of seconds, while the slot duration is of the order of microseconds. Hence, even if there is non-optimality for the initial slots, convergence will occur much before the actual completion of data transfer.

**Remark 2:** In practical scenarios, we may not want actual convergence to take place, or we may only like to be within the neighborhood of the optimal solution. In [14], lock-in phenomenon for stochastic approximation algorithm has been considered. If the iterate \( \lambda(n) \) is within the domain of attraction (the iterate has begun to converge), then there exists a finite
number of iterations for the iterate to be within a finite distance from the convergence point $\lambda^*$. A probabilistic lower bound is given for the occurrence of this "nearness" within finite number of iterations.

**B. Performance of Energy Optimal Opportunistic Scheduling**

We compare our scheduling policy with the round robin power scheme. Consider a symmetric system, i.e., all users have the same channel conditions and minimum rate constraints. In the round robin power scheme, we transmit with optimal power for each user in a round robin manner. The scheme reduces to power-optimal single user scheme with minimum rate guarantee dependent on $N$. Thus we determine the power $p$ such that

$$\int \log(1 + p(x)x) \mu(x) \, dx = NC$$

is satisfied. In our simulations, we assume $C = 0.6$, $\gamma = 0.7$. Our results, shown in Figure 3, demonstrate that as the number of users increases, the ratio of average transmission power of the optimal policy to that of the round robin policy increases, but the marginal increase per user decreases. The gain obtained from variable power scheme increases with number of users, which is due to multiuser diversity.

**IV. Fairness**

The power optimal scheduling scheme considered in Section II results in starvation of strong users in order to satisfy the rate guarantees of weak users. Hence, in this section, we develop a scheduling algorithm which minimizes power while providing short term fairness and minimum rate guarantees. We first propose a long term fair scheduler and then propose a heuristic short term fair scheduler based on the long term fair scheduler.

**A. Long term fairness**

We first formulate the problem of power optimal fair scheduling. Our method is to opportunistically schedule the user with the best channel condition such that rate guarantees and temporal fairness are achieved and average transmission power is minimized.

Let $\phi$ be the vector of time-average fairness constraints and $\phi_i$ be the proportion of temporal bandwidth allocated to user $i$. Thus, $\phi_i$ represents the fraction of the time slots allocated to user $i$. Our objective is to minimize average power subject to rate and fairness constraints. Our optimization problem is the same as that of (1) with the following additional constraint

$$\lim_{M \to \infty} \frac{1}{M} \sum_{n=1}^{M} \mathbb{E} \left[ y_i(n) \right] \geq \phi_i \quad \forall i. \quad (15)$$

Using the ergodicity assumption from Section II, the Lagrangian with the fairness constraint is:

$$\mathcal{L}(p_1, p_2, \lambda_i) \triangleq \int \nu(dx_1, \ldots, dx_N) \sum_{y \in A} \int_{[0, \infty)} p_1(dy|x) \mathbb{E} \left[ y_i(n) \right] \geq \phi_i \quad \forall i.$$}

where $\lambda_i$ is the Lagrange multiplier associated with the constraint (15), $A$ is the vector $(\lambda_1, \ldots, \lambda_N, \lambda_1', \ldots, \lambda_N')$. Following the approach adopted in Section II, we obtain the optimal policy as: Select user $k$ and transmission power $q^*$ where

$$k = \arg \min_i \left\{ \left( \lambda_i - \frac{1}{x_i} \right)^+ - \lambda_i \left[ \log \left( 1 + \left( \lambda_i - \frac{1}{x_i} \right)^+ x_i \right) - C_i \right] + \lambda_i' (1 - \phi_i) \right\} \quad (16)$$

$$q^* = \left( \lambda_k - \frac{1}{x_k} \right)^+.$$  

Using the stochastic approximation algorithm from Section II, the Lagrange multiplier update equations can be written as

$$\lambda_i(n+1) = \left[ \lambda_i(n) - a(n) \left[ y_i(n) \log \left( 1 + \left( \lambda_i - \frac{1}{x_i(n)} \right)^+ x_i(n) \right) - C_i \right] \right]^+$$

$$\lambda_i'(n+1) = \left[ \lambda_i'(n) - a(n) (y_i(n) - \phi_i) \right]^+ \quad \forall i \quad (18)$$
The optimality of the above scheme can be proved in a manner similar to that in Section II.

B. Short term fairness

In Section IV-A, we have considered long term fairness. Long term fairness guarantees average proportional time share. However, one of the problems associated with long term fairness is starvation or Head of Line (HOL) blocking. There exist conditions when a user may not get a chance to transmit even after being assured a minimum rate guarantee. Thus, it is important to consider a short term fair scheduler.

We consider a window of size $M \geq N$ slots. In a short term fair scheduler, we allocate time share equal to $\phi_i M$ to user $i$ over this window and say that the scheduler is short term fair over the window $M$. The case $M \rightarrow \infty$ is same as the long term fairness. We first discuss the case when $M = N$. Let $A$ be the set of users, i.e., user $k \in A$. For $M = N$, we can allocate a maximum of one slot per user. We first select the user from the set $A$ which is optimal for that time slot from (16). Let $k$ be the optimal user. We remove user $k$ from the list: $A = A \setminus \{k\}$. We repeat the above process on modified $A$. We call this policy as elimination policy. A heuristic based algorithm for general $M$ is explained below.

Algorithm 1 Temporal Short Term Fair Scheduling
1: Slot vector $v = M(\phi_1, \phi_2, \cdots, \phi_N)$
2: $A = \{1, 2, \cdots, N\}$
3: $i = 1$
4: for $i \leq M$ do
5: for each $j \in A$ do
6: Choose optimal $k$ using (16).
7: Transmit with power $q^*$
8: $(v)_k = (v)_k - 1$
9: if $(v)_k \leq 0$ then
10: $A = A \setminus \{k\}$
11: end if
12: end for
13: end for

In our simulations, we assume that the channel gains are Markovian across slots, as in (13). To make sense of absolute numbers, we assume $C = (0.6, 0.8, 0.7, 0.2)$ and $\phi = (0.3, 0.4, 0.2, 0.1)$. We implement Algorithm 1 and plot the average power required with increasing window size, as shown in Figure 4. The power required is a decreasing function of window size. It may be noted that in short term fair scheduler more emphasis is given to providing temporal fairness, but in the process, the actual rate obtained may deviate from the desired rates. Thus there is trade off between window size and actual rates achieved.

V. CONCLUSIONS

In this paper, we have obtained a power optimal opportunistic scheme for multiuser TDMA system with minimum rate constraints for individual users. We have proposed an online optimal scheduling algorithm based on stochastic approximation and argued the theoretical convergence of the policy. We have extended the approach to incorporate temporal long-term fairness. Finally we have proposed a heuristical short term fair algorithm and compared its performance with that of long term fairness.
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