Design of Decentralized Power System Stabilizers for Multimachine Power System using Model Reduction and Fast Output Sampling Techniques
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Abstract

Power System Stabilizers (PSSs) are added to excitation systems to enhance the damping during low frequency oscillations. In this paper, the design of decentralized PSSs for 10 machines with 39 buses using fast output sampling feedback via reduced order model is proposed. The nonlinear model of multimachine system is linearized at a particular operating point and a linear model is obtained. Using model reduction technique, lower order model is obtained from the higher order model and for this reduced model a stabilizing state feedback gain is obtained. Using aggregation technique, state feedback gain is obtained for the higher order model. A decentralized fast output sampling feedback gain which realizes this state feedback gain is obtained using LMI approach. This method does not require state of the system for feedback and is easily implementable. This decentralized fast output sampling control via reduced order model is applied to non-linear plant model of the multimachine. This method gives very good results for the design of Power System Stabilizers.
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1 INTRODUCTION

Power System Stabilizers are added to excitation systems to enhance the damping of electric power system during low frequency oscillations. Several methods are used for the design of PSSs. Tuning of supplementary excitation controls for stabilizing system modes of oscillations has been the subject of much research during the past 35 years [1]. Two basic tuning techniques have been successfully utilized with power system stabilizer applications: Phase compensation method and the Root locus method. A commonly used approach is based around the conventional PSS structure which is composed of a wash out circuit and a cascade of two-phase lead networks. A number of PSS input signals, such as terminal voltage, rotor speed, accelerating power, electric power etc., and linear combinations of these have been extensively investigated and recommendations regarding their use have been reported in the literature. Phase compensation consists of adjustment of the stabilizer to compensate for the phase leads through the generator, excitation system and power system, such that, the stabilizer path provides torque changes which are in phase with the speed changes [2] - [4]. This is the most straightforward approach, easily understood and implemented in the field and is most widely used. The design of such PSSs requires the determination (or tuning) of few parameters for each machine viz. the overall dc gain, the wash out circuit time constant, and the various constants for the two-phase networks. A number of sequential and simultaneous approaches for tuning of these parameters have been reported in literature[5] - [7]. Although the above approaches have been used and have produced satisfactory results regarding the damping of local modes of oscillation, their outcome may not be considered the best possible. This is because of the selective assumptions made and the intuitive nature of the design process [8].

Synthesis by root locus involves the shifting of eigenvalues associated with power system modes of oscillation, by adjusting the stabilizer pole and zero locations in the s-plane [9]. This approach gives an additional insight to the performance, by working directly with the closed-loop characteristics of the systems, as opposed to the open loop nature of the phase compensation technique. But it is more complicated to apply, particularly in the field. Moreover, the performance of these stabilizers considerably degrades with the changes in
the operating condition during normal operation. It is also known that for a multimachine system, eigenvalue assignment is often too involved and complex for simultaneous stabilization of multivariable systems and may not provide satisfactory results for sequential multivariable systems applied as SISO systems. Not much attempts have been made for designing the power system stabilizers for multimachine power system using multivariable control theory. The complexity stems from the fact that insufficient degree of freedom is available to the designer in assigning eigenstructure by fixed gain output feedback method. Moreover, even if a sufficient degree is available or a dynamic output feedback stabilizer is sought, numerical problems often arise regarding the solution of sets of high dimensional nonlinear algebraic equations, for which a solution may or may not exist. It is also well known that, in application of multivariable Nyquist array methods to multimachine power system, many difficulties arise for the attainment of necessary diagonal dominance condition [10].

Since the eigenvalue assignment and Nyquist array approaches have proved to be cumbersome, modern control methods have been used by several researchers to take advantage of the optimal control techniques. These methods utilize a state space representation of power system model and calculate a gain matrix which when applied as a state feedback control will minimize a prescribed objective function. Successful application of the optimal control to power system stabilizers requires that the constraints imposed by power system nonlinearities be used effectively and that a limited number of feedback signals be included [11]. As a result, reports have appeared in the literature concerning the application of LQR theory for the design of power system stabilizers (PSSs). First LQR theory was applied to single machine infinite bus (SMIB) system. Later, this was extended to multimachine case. It is quite easy to realize that neither of these approaches can be successful while dealing with real-life power systems which, in general, may have thousands of state variables [12]-[13]. The reason is that all the states may not be available for measurement or may be difficult to measure. In this case, the optimal control law requires to design the state observer. This increases the implementation cost and reduces the reliability of control system. Another disadvantage of the observer based control system is that, even slight variations of the model parameters from their nominal values may result into significant degradation of the closed loop performance. Hence, it is desirable to go for an output feedback design method.

In recent years there have been several attempts at designing power system stabilizer using $H_{\infty}$ based robust control techniques [14]-[15]. In this approach, the uncertainty in the chosen system is modeled in terms of bounds on frequency response. A $H_{\infty}$ optimal controller is then synthesized which guarantees robust stability of the closed loop system. Other performance specifications such as disturbance attenuation criteria are also imposed on the system. However, it should be noted that the main objective of using a PSS is to provide a good transient behaviour. Guaranteed robust stability of the closed loop, though necessary, is not adequate as a specification in this application. In addition to this, the problem of the poorly damped pole-zero cancellations and the choice of weighting functions used in design, limit the usefulness of this technique for PSS design. $H_{\infty}$ design, being essentially a frequency domain technique does not provide much control over transient behavior and closed loop pole location. It would be more desirable to have a robust stabilizer which, in addition guarantees an acceptable level of small signal transient performance. Moreover, this will lead to dynamic output feedback, which may be feasible but leads to a higher order feedback system [16].

The static output feedback problem is one of the most investigated problems in control theory. The complete pole assignment and guaranteed closed loop stability is still not obtained by using static output feedback [17]. Another approach to pole placement problem is to consider the potential of time-varying fast output sampling feedback. With Fast output sampling approach proposed by Werner and Furuta [18], it is generically possible to simultaneously realize a given state feedback gain for a family of linear, observable models. This approach requires to increase the low rank of the measurement matrix of an associated discretized system, which can be achieved by sampling the output several times during one input sampling interval, and constructing the control signal from these output samples. Such a control law can stabilize a much larger class of systems than the static output feedback [19]-[22]. In fast output sampling feedback technique gain matrix is generally full [20]. This results in the control input of each machine being a function of outputs of all machines. Centralized fast output sampling feedback PSSs require transmission of signal among the generating units. This requirement in itself no longer constitutes a problem from practical and technical view points. This is due to the rapid advancement in optical fiber communication and their adoption by power utilities. However, if a completely decentralized PSS can be found so that no significant deterioration in the system performance is experienced compared to state and centralized fast output sampling feedback based schemes, then such a scheme would be more advantageous, in terms of practicability and reliability. In such schemes not only is the cost implementation drastically reduced but also the risk of loss of stability due to signal transmission failure is minimized[23]. Also due to
the geographically distributed nature of power system, the decentralized control scheme may be more feasible than the centralized control scheme. In decentralized power system stabilizer, the control input for each machine should be function of the output of that machine only. This can be achieved by designing a decentralized PSS using fast output sampling feedback technique in which the gain matrix should have all off-diagonal terms zero or very small compared to diagonal terms. In decentralized PSS, to activate the proposed controller at the same instant, proper synchronization signal is required to be sent to all machines. Thus, the decentralized stabilizer design problem can be translated into a problem of diagonal gain matrix design for multi-machine power system[24]. For a large power system, the order of the state matrix may be quite large. It would be difficult to work with these complex systems in their original form. One of the ways to overcome this difficulty is to develop a reduced order model for a large power system. Then a state feedback gain can be computed from the reduced order model for a large power system. These complex systems in their original form. Thus, the decentralized stabilizer design problem can be translated into a problem of diagonal gain matrix design for multi-machine power systems[24]. For a large power system, the order of the state matrix may be quite large. It would be difficult to work with these complex systems in their original form[25]. In particular, to compute the state feedback gain needed to obtain the decentralized fast output sampling feedback based power system stabilizer becomes very tedious for a large power system. One of the ways to overcome this difficulty is to develop a reduced order model for a large power system. Then a state feedback gain can be computed from the reduced model of the power system and using aggregation techniques, a state feedback gain can be obtained for the higher order (actual) model. This paper proposes the design of a power system stabilizer for multi-machine system using fast output sampling feedback via reduced order model. A brief outline of the paper is as follows: Section 2 presents basics of power system stabilizer whereas Section 3 contains the modeling of multi-machine system. Section 4 presents a brief review on decentralized fast output sampling feedback control method. Section 5 contains the simulations of multi-machine at different operating points with the proposed controller followed by the concluding section.

2 Power System Stabilizers

Implementation of a power system stabilizer implies adjustment of its frequency characteristic and gain to produce the desired damping of the system oscillations in the frequency range of 0.2 to 3.0 Hz. The transfer function of a generic power system stabilizer may be expressed as

\[ PSS = K_s \frac{T_{w}(1+sT_1)(1+sT_3)}{(1+T_{w}s)(1+sT_2)(1+sT_4)} \]  

where \( K_s \) represents stabilizer gain and the stabilizer frequency characteristic is adjusted by varying the time constant \( T_w, T_1, T_2, T_3 \) and \( T_4 \).

A power system stabilizer can be made more effective if it is designed and applied with the knowledge of associated power characteristics. Power system stabilizer must provide adequate damping for the range of frequencies of the power system oscillation modes. To begin with, simple analytical models, such as that of a single machine connected to an infinite bus, can be useful in determining the frequencies of local mode oscillations. Power system stabilizer should also be designed to provide stable operation for the weak power system conditions and associated loading. Designed stabilizer must ensure for the robust performance and satisfactory operation with an external system reactance ranging from 20% to 80% on the unit rating [26].

3 Multimachine Power System Analysis

Analysis of practical power system involves the simultaneous solution of equations consisting of synchronous machines and the associated excitation system and prime movers, interconnecting transmission network, static and dynamic load (motor) loads, and other devices such as HVDC converters, static var compensators. The dynamics of the machine rotor circuits, excitation systems, prime mover and other devices are represented by differential equations. The result is that the complete system model consists of large number of ordinary differential and algebraic equations [27].

Model 1.0 is assumed for synchronous machines by neglecting damper windings. In addition, the following assumptions are made for simplicity [28].

1. The loads are represented by constant impedances.
2. Transients saliency is ignored by considering \( x_d = x_d' \).
3. Mechanical power is assumed to be constant.
4. \( E_{fd} \) is single time constant AVR.

3.1 Generator equations

The machine equations (for \( k^{th} \) machine) are

\[ p't'_qk = \frac{1}{T_{d0k}} [-E_qk + (x_{ik} - x_{dq}'k)\hat{i}_{dk} + E_{fdk}], \]  

\[ p'qk = \omega_B(S_{mk} - S_{m0k}), \]  

\[ pS_{mk} = \frac{1}{2H}[-D_k(S_{mk} - S_{m0k}) + P_{mk} - P_k]. \]  

3.2 State space model of multi machine system

The state space model of a 10-machine 39 bus system as shown in Fig. 1 can be obtained using machine data, line data and load flow as given in [28] as

\[ \dot{x} = [A]x + [B](\Delta \bar{V}_{ref} + \Delta \bar{V}_s), \]  

\[ y = [C]x, \]
where
\[ x = [x_1, x_2, \ldots, x_{10}]^T, \quad \text{and} \quad y = [y_1, y_2, \ldots, y_{10}]^T. \]
\( x_k \) \((k=1,10)\) denotes the states of \( k^{th} \) machine, and \( y_k \) \((k=1,10)\) denotes the output of the \( k^{th} \) machine.

The elements of \( A \) matrix depend on the machine and network parameters.

4 On Fast Output Sampling Feedback

4.1 Review on Fast Output Sampling Feedback

The problem of pole assignment by fast output sampling was studied by Werner and Furuta [18]. It was shown that fast output sampling feedback technique has the features of static output feedback and makes it possible to arbitrarily assign the system poles. Unlike static output feedback, fast output sampling feedback always guarantees the stability of the closed loop system. In fast output sampling, each sampling period \( \tau \) is subdivided into \( N \) subintervals \( \Delta = \tau / N \). \( N \) must be chosen greater than or equal to the observability index. The last \( N \) output samples are measured at the time instant \( t = l\Delta, l = 0, 1, \ldots \) and a constant control signal is applied over a period \( \tau \). The control signal is constructed as a linear combination of the last output samples. Since the feedback gains are piecewise constant, their method could easily be implemented and indicated a new possibility. The method is explained briefly in the following.

Consider a plant described by a linear model
\[ \dot{x} = Ax + Bu, \]  
\[ y = Cx, \]  
with \((A, B)\) controllable and \((C, A)\) observable. Assume the plant is to be controlled by a digital controller, with sampling time \( \tau \) and zero order hold, and that a sampled data state feedback design has been carried out to find a state feedback gain \( F \) such that the closed loop system
\[ x(k\tau + \tau) = (\Phi_\tau + \Gamma_\tau F)x(k\tau), \]  
has desired properties. Hence \( \Phi_\tau = e^{A\tau} \) and \( \Gamma_\tau = \int_0^\tau e^{A\tau} B \, ds \). Instead of using a state observer, the following sampled data control can be used to realize the effect of the state feedback gain \( F \) by output feedback. Let \( \Delta = \tau / N \), and consider
\[ u(t) = [L_0, L_1, \ldots, L_{N-1}] \begin{bmatrix} y(k\tau - \tau) \\ y(k\tau - \tau + \Delta) \\ \vdots \\ y(k\tau - 2\Delta) \\ y(k\tau - \Delta) \end{bmatrix} = Ly_k, \]  
for \( k\tau \leq t < (k + 1)\tau \), where the matrix blocks \( L_j \) represent output feedback gains, and the notation \( L \), \( y_k \) has been introduced for convenience. Note that \( 1/\tau \) is the rate at which the loop is closed, whereas output samples are taken at the \( N \)-times faster rate \( 1/\Delta \). This control law is illustrated in Fig.2.

To show how a fast output sampling controller (10) can be designed to realize the given sampled-data state feedback gain, we construct a fictitious, lifted system for which (10) can be interpreted as static output feedback. Let \((\Phi, \Gamma, C)\) denote the system (8) at the

Figure 1: Block diagram of 10 machine and 39 bus System

Figure 2: Fast output sampling feedback method
Consider the discrete-time system having at time \( t = k\tau \) the input \( u_k = u(k\tau) \), state \( x_k = x(k\tau) \) and output \( y_k \) as
\[
x_{k+1} = \Phi_{\tau}x_k + \Gamma_{\tau}u_k, \tag{11}
\]
\[
y_{k+1} = C_0x_k + D_0u_k, \tag{12}
\]
where \( C_0 \) and \( D_0 \) is the same as defined in [19].

Assume that the state feedback gain \( F \) has been designed that \( (\Phi_{\tau} + \Gamma_{\tau}F) \) has no eigenvalues at the origin. Then, assuming that in intervals \( k\tau \leq t < k\tau + \tau \)
\[
u(t) = Fx(k\tau), \tag{13}
\]
one can define the fictitious measurement matrix
\[
C(F,N) = (C_0 + D_0F)(\Phi_{\tau} + \Gamma_{\tau}F)^{-1}, \tag{14}
\]
which satisfies the fictitious measurement equation \( y_k = Cx_k \). For \( L \) to realize the effect of \( F \), it must satisfy
\[
LC = F. \tag{15}
\]
Let \( \nu \) denote the observability index of \( (\Phi, I) \). It can be shown that for \( N \geq \nu \), generically \( C \) has full column rank, so that any state feedback gain can be realized by a fast output sampling gain \( L \).

If the initial state is unknown, there will be an error \( \Delta \)
\[
u_k = u_k - Fx_k \]
in constructing the control signal under state feedback. One can verify that the closed loop dynamics are governed by
\[
\begin{bmatrix}
X_{k+1} \\
\Delta u_{k+1}
\end{bmatrix} = \begin{bmatrix}
\Phi_{\tau} + \Gamma_{\tau}F & \Gamma_{\tau} \\
0 & LD_0 - FT_{\tau}
\end{bmatrix}
\begin{bmatrix}
x_k \\
\Delta u_k
\end{bmatrix}. \tag{16}
\]
Thus, one can say that the eigenvalues of the closed loop system under a fast output sampling control law (10) are those of \( \Phi_{\tau} + \Gamma_{\tau}F \) together with those of \( LD_0 - FT_{\tau} \).

The controller obtained from the above equation will give desired behavior, but might require excessive control action. To reduce this effect we relax the condition that \( L \) exactly satisfy the above linear equation and include a constraint on the gain \( L \). Thus we arrive at the following inequalities
\[
\|L\| < \rho_1,
\|
LD_0 - FT_{\tau}\| < \rho_2,
\|
LC - F\| < \rho_3. \tag{17}
\]
This can be formulated in the framework of Linear Matrix Inequalities as follows [19]
\[
\begin{bmatrix}
-\rho_1^2I & L \\
L^T & -I
\end{bmatrix} < 0,
\]
\[
\begin{bmatrix}
-\rho_2^2I \\
(LD_0 - FT_{\tau})^T
\end{bmatrix} < 0,
\]
\[
\begin{bmatrix}
-\rho_3^2I \\
(LC - F)^T
\end{bmatrix} < 0. \tag{18}
\]

In this form, the LMI Toolbox MATLAB can be used for synthesis [29].

### 4.2 Model reduction

It is usually possible to describe the dynamics of physical systems by a number of simultaneous linear differential equations with constant coefficients as
\[
\dot{x} = Ax + Bu. \tag{19}
\]
The simulation and design of controllers become very cumbersome if the order of the system goes high. One way to overcome this difficulty is to develop a reduced model of the higher order system. One of the well known technique is based on dominant eigenvalue retention. this is explained in the following section.

Let us consider a plant defined by
\[
\dot{x} = Ax + Bu \tag{20}
\]
\[
y = Cx. \tag{21}
\]

The discrete time invariant systems with sampling interval \( \tau \) sec can be represented as
\[
x(k + 1) = \Phi_{\tau}x(k) + \Gamma_{\tau}u(k), \tag{22}
\]
\[
y(k) = Cx(k). \tag{23}
\]

There exists a transformation \( V \), such that,
\[
x = Vz, \tag{24}
\]
transforms the above system into the following block modal form
\[
z(k + 1) = \hat{\Phi}z(k) + \hat{\Gamma}u(k), \tag{25}
\]
\[
y(k) = \hat{C}z(k), \tag{26}
\]
where,
\[
\hat{\Phi} = \begin{bmatrix}
\Phi_1 & 0 \\
0 & \Phi_2
\end{bmatrix}, \hat{\Gamma} = \begin{bmatrix}
\Gamma_1 \\
\Gamma_2
\end{bmatrix}, \hat{C} = \begin{bmatrix}
C_1 \\
C_2
\end{bmatrix},
\]
and the eigenvalues are arranged in their order of dominance.

We now extract an \( r^{th} \) order model, retaining the \( r \) dominant eigenvalues, by truncating the above systems. Using Eqn.(24) and Eqn.(25), we get,
\[
z_r(k + 1) = \Phi_{1r}z_r(k) + \Gamma_{1r}u(k), \tag{27}
\]
\[
y(k) = C_{1r}z_r(k). \tag{28}
\]
4.3 state feedback gain and decentralized fast output sampling feedback controller gains

Let \( u(x) = S_r z_r \) be a stabilizing control for the reduced order model in Eqn.(26). Thus closed loop reduced model \( (\Phi_1 + \Gamma_1 S_r) \) becomes stable. Now,

\[
\begin{align*}
\tau_r &= [I_r : 0_{n_r(n-r)}] z_r \quad (27) \\
&= [I_r : 0_{n_r(n-r)}] V^{-1} x.
\end{align*}
\]

Therefore, we get,

\[
\begin{align*}
u(k) &= S_r [I_r : 0_{n_r(n-r)}] V^{-1} x, \quad (28) \\
&= S z,
\end{align*}
\]

which makes the closed loop systems \( (\Phi_r + \Gamma_r S) \) stable and has no eigenvalues at the origin. Thus \( S \equiv F \) is the stabilizing state feedback gain for the system in Eqn.(22).

Using this \( F \), if LMI constraints given in Eqns.(17-18) are solved, fast output sampling feedback controller gain matrices may become full\([20]\). This results in the control input of each machine being a function of outputs of all machines. Due to the geographically distributed nature of power system and lack of communication system (unavoidable delays), the decentralized control scheme may be more feasible than the centralized control scheme. Decentralized fast output sampling feedback control can be achieved by making the off diagonal elements of \( L_0, L_1, \cdots, L_{N-1} \) matrices zero.

With this structure of \( L_i \), the problem can be formulated in the framework of Linear Matrix Inequalities using Eqns.(17-18) and the desired matrices can be obtained. Now it is evident that the control input of each machine is a function that machine only and this makes the fast output sampling based power system stabilizer design a decentralized one\([24]\). In decentralized PSS, to activate the proposed controller at same instant, proper synchronization signal is required to be sent to all machines.

5 Case Study

The Nonlinear differential equations governing the behavior of a power system can be linearized about a particular operating point to obtain a linear model which represents the small signal oscillatory response of a power system.

The model of the 10 machine system as shown in Fig. 1 is considered for designing fast output sampling feedback controller using LMI approach of MATLAB software.

The following steps are used for the designing decentralized PSSs for the multimachine system using fast output sampling feedback method:

5.1 Linearization of multimachine power system and model reduction

The 10 machines, 39 bus power system data are considered for designing fast output sampling feedback controller via reduced order model using LMI approach of MATLAB. The single line diagram of the system is shown in Fig.1. The machine data, line data and load flow data are given\([28]\).

The above multimachine power system is modeled using Simulink Toolbox of MATLAB and a linear state space model is obtained for the same. Then discrete model obtained for sampling time \( \tau = 0.1 \) sec. The reduced order model of order of 20 is computed from the discrete model as discussed in Section 4.

5.2 Computation fast output sampling feedback controller gains via reduced order model

Using the method discussed in Section 4, a stabilizing gain matrix \( S_r \) (10 x20) via reduced order model can be obtained using LMI Toolbox. Using aggregation techniques, the state feedback gains \( F \) (10 x40) can be calculated for the higher order (actual) model.

Using this \( F \), LMI constraints given in Eqns.(17-18) are solved for different values of \( \rho_1, \rho_2 \) and \( \rho_3 \) to find the decentralized gain matrix \( L \) for the actual model. The decentralized fast output sampling feedback gain matrix \( L \) (10x100) via reduced order model is obtained as given in Appendix.

The closed loop responses under the control law for linearized model is satisfactory and able to stabilize the outputs. The eigen values of \( (\Phi^N + \Gamma L\Phi) \) is found to be within the unit circle.

5.3 Simulation with Non-linear model

A SIMULINK based block diagram including all the non-linear blocks is generated using Eqns. (2-4) \([28]\). The slip of the machine is taken as output. The slip signal with decentralized gain \( L \) and a limiter is added to \( V_{ref} \) signal. This is used to damp out the small signal disturbances via modulating the generator excitation. The output must be limited to prevent the PSS acting to counter action of AVR. The disturbances considered is a self clearing fault at different bus cleared after 0.1 second. The limits of PSS output are taken as ±0.1. In decentralized PSS, to activate the proposed controller at same instant, proper synchronization signal is required to send to all machines. All PSSs can be applied simultaneously to the respective machine.

Simulation results of different generators with fault at bus 16 are shown in Fig.3 to Fig.7 without controller and with controller. As shown in plots, the proposed controller is able to damp out the oscillations in 8 to 12 seconds after clearing the fault.
Figure 3: Open and closed loop responses with fault at bus 16 using decentralized fast output sampling feedback controller via reduced order model.

Figure 4: Open and closed loop responses with fault at bus 16 using decentralized fast output sampling feedback controller via reduced order model.

Figure 5: Open and closed loop responses with fault at bus 16 using decentralized fast output sampling feedback controller via reduced order model.

Figure 6: Open and closed loop responses with fault at bus 16 using decentralized fast output sampling feedback controller via reduced order model.
6 Conclusion

In this paper, a design scheme of power system stabilizers for a multimachine (10 generators) power system with 39 buses using decentralized fast output sampling feedback via reduced order model has been developed. The slip signal is taken as output. The method is more general than static output feedback and the control input for these plants of small magnitudes are required. It is found that the designed decentralized controller via reduced order model provides good damping enhancement for a multimachine power system. The proposed method results satisfactory response behaviour to damp out the oscillations. The decentralized control via reduced order model can be applied simultaneously to all machines. The input applied to each machine is function of output of the respective machine. Thus the applied control scheme is of decentralized nature. The conventional power system stabilizer is dynamic in nature and required to tune according to power characteristics where as, the proposed controller gains are static in nature and one controller structure is able to damp out the oscillations for all machines. This method can be extended to design the robust decentralized power system stabilizers for a multimachine power system.
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Decentralized fast output sampling feedback gain $L_i$ ($i=0, \ldots, 9$) via reduced order model is given below as:

- $L_0 = \text{Diag}[40.142, 41.930, -50.524, 4.348, -12.844, -37.016, -27.653, -26.207, -20.188, -6.320]$,
- $L_2 = \text{Diag}[60.606, -4.882, -107.846, 5.179, 49.192, 37.120, 35.756, 27.655, 8.044, 0.450]$,
- $L_3 = \text{Diag}[112.503, 95.188, -156.148, 15.093, 49.264, 31.637, 24.748, 25.185, 19.761, 4.104]$,
- $L_4 = \text{Diag}[32.968, 102.699, 12.297, 5.717, -36.275, -2.694, -1.064, 0.678, -1.763]$,
- $L_6 = \text{Diag}[95.293, -82.825, 126.778, -15.241, 74.489, -60.330, -46.447, -46.042, -35.962, -9.277]$,
- $L_7 = \text{Diag}[-17.624, -147.119, -78.670, -27.777, -3.083, -55.251, -43.367, -44.227, -34.812, -7.446]$,
- $L_9 = \text{Diag}[0.809, 170.770, 134.634, -1.218, 60.736, 89.621, 69.784, 70.257, 55.161, 13.427]$. 
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