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Abstract

Message sequence charts (MSCs) are an attractive visual formalism widely used to capture system requirements during the early design stages in domains such as telecommunication software. It is fruitful to have mechanisms for specifying and reasoning about collections of MSCs so that errors can be detected even at the requirements level. We propose, accordingly, a notion of regularity for collections of MSCs and explore its basic properties. In particular, we provide an automata-theoretic characterization of regular MSC languages in terms of finite-state distributed automata called bounded message-passing automata. These automata consist of a set of sequential processes that communicate with each other by sending and receiving messages over bounded FIFO channels. We also provide a logical characterization in terms of a natural monadic second-order logic interpreted over MSCs. A commonly used technique to generate a collection of MSCs is to use a hierarchical message sequence chart (HMSC). We show that the class of languages arising from the so-called bounded HMSCs constitute a proper subclass of the class of regular MSC languages. In fact, we characterize the bounded HMSC languages as the subclass of regular MSC languages that are finitely generated.
1. Introduction

Message sequence charts (MSCs) are an appealing visual formalism often used to capture system requirements in the early stages of design. They are particularly suited for describing scenarios for distributed telecommunication software [19,31]. They also appear in the literature as sequence diagrams, message flow diagrams, and object interaction diagrams, and are used in a number of software engineering notational frameworks such as SDL [37] and UML [7,14]. In its basic form, an MSC depicts the exchange of messages between the processes of a distributed system along a single partially ordered execution. A collection of MSCs is used to capture the scenarios that a designer might want the system to exhibit (or avoid).

Given the requirements in the form of a collection of MSCs, one can hope to do formal analysis and discover errors at the early stages of design. One question that naturally arises in this context is: What constitutes a reasonable collection of MSCs on which one can hope to do formal analysis? A related issue is how one should go about representing such collections.

In this paper, we propose regular collections of MSCs as the candidate for representing reasonable collections and present a variety of results in support of our proposal. We also present a number of representations of regular MSC collections and establish a strong connection to a standard way of representing MSC collections, namely, Hierarchical MSCs [25]. Preliminary versions of these results appeared in [17,18,26] where the notion of regular MSC languages and the related automata model were introduced.

Our notion of regularity has been guided by a number of concerns. The primary one has been finite-state realizability. In other words, a good starting point for capturing the notion of a reasonable collection of MSCs is to demand that the behaviors denoted by the collection should be, as a whole, realizable by some finite-state device. A closely related concern is to synthesize systematically an executable specification—say in the form of an automaton—from a set of requirements as a regular collection of MSCs.

A standard way to generate a set of MSCs is to use a hierarchical (or high-level) message sequence chart (HMSC) [25]. An HMSC is a finite directed graph in which each node is itself labelled by an HMSC. The HMSCs that appear as the labels of the vertices may not refer to each other. Message Sequence Graphs (MSGs) are HMSCs in which each node is labelled by just an MSC (and not an HMSC). An MSG defines a collection of MSCs by concatenating the MSCs labelling each path from an initial vertex to a terminal vertex. Though HMSCs provide more succinct specifications than MSGs, they are only as expressive as MSGs. Thus, one often studies HMSCs in terms of MSGs [2,28,30].

Alur and Yannakakis [2] investigate the restricted class of bounded (or locally synchronized) HMSCs. They show that the collection of MSCs generated by a bounded HMSC can be represented as a regular string language. As a result, the behaviors captured by a bounded HMSCs can be, in principle, realized as a finite-state automaton. It is easy to see that not every HMSC-definable collection of MSCs is realizable in this sense.
The main goal of this paper is to pin down this notion of realizability in terms of a notion of regularity for collections of MSCs and explore its basic properties. One consequence of our study is that our definition of regularity provides a general and robust setting for studying collections of MSCs which admits a number of different, but, equivalent, representations. An important consequence is that our notion leads to a state-based representation that is one step closer to an implementation than the description in terms of MSCs. Stated differently, our work also addresses the issue, raised in [10], of converting inter-process descriptions at the level of requirements, as specified by MSCs, into intra-process executable specifications in terms of a reasonable model of computation.

Yet another motivation for focusing on regularity is that the classical notion of a regular collection of objects has turned out to be very fruitful in a variety of settings including finite (and infinite) strings, trees and restricted partial orders known as Mazurkiewicz traces [11,35,36]. In all these settings, there is a representation of regular collections in terms of finite-state devices. There is also an accompanying monadic second-order logic that usually induces temporal logics using which one can reason about such collections [35]. One can then develop automated model-checking procedures for verifying properties specified in these temporal logics. In this context, the associated finite-state devices representing the regular collections often play a very useful role [37]. We show here that our notion of regular MSC languages fits in nicely with a related notion of a finite-state device, as also a monadic second-order logic.

In our study, we fix a finite set of processes \( \mathcal{P} \) and consider \( \mathcal{M} \), the universe of MSCs that the set \( \mathcal{P} \) gives rise to. An MSC in \( \mathcal{M} \) can be viewed as a labelled partial order in which the labels come from a finite alphabet \( \Sigma \) that is canonically fixed by \( \mathcal{P} \). Our proposal for \( L \subseteq \mathcal{M} \) to be regular is that the collection of all linearizations of all members of \( L \) should constitute a regular subset of \( \Sigma^* \). A crucial point is that, due to the communication mechanism of MSCs, the universe \( \mathcal{M} \) itself is not a regular collection. This is in stark contrast to settings involving strings, trees or Mazurkiewicz traces. Furthermore, this distinction has a strong bearing on the automata-theoretic and logical formulations in our work. It turns out that regular MSC languages can be stratified using the concept of bounds. An MSC is said to be \( B \)-bounded for a natural number \( B \) if during any run of the MSC and at any stage in the run and for every pair of processes \((p,q)\) there are at most \( B \) messages sent from \( p \) to \( q \) that have yet to be received by \( q \). A language of MSCs is \( B \)-bounded if every member of the language is \( B \)-bounded. It turns out that every regular MSC language is \( B \)-bounded for some \( B \). This leads to our automaton model called \( B \)-bounded message-passing automata. The components of such an automaton correspond to the processes in \( \mathcal{P} \). The components communicate with each other over (potentially unbounded) FIFO channels. We say that a message-passing automaton is \( B \)-bounded if, during its operation, a channel never contains more than \( B \) messages. We establish a precise correspondence between \( B \)-bounded message-passing automata and \( B \)-bounded regular MSC languages. In a similar vein, we formulate a natural monadic second-order logic \( \text{MSO}(\mathcal{P},B) \) interpreted over \( B \)-bounded MSCs. We then show that \( B \)-bounded regular MSC languages are exactly those that are definable in \( \text{MSO}(\mathcal{P},B) \).

We also characterize exactly the regular MSC languages that can be represented by MSGs. In general, the MSC language defined by an MSG is not regular. Conversely, it turns out that there are regular MSC languages that cannot be represented by an MSG. We show that the crucial link here is that of an MSC language being finitely generated. We prove that a regular MSC language
can be represented by an MSG iff the language is finitely generated. As a by-product of this result we also show that a regular MSC language can be represented by an MSG iff it can be represented by a locally synchronized MSG.

As for related work, a number of studies are available that are concerned with individual MSCs in terms of their semantics and properties [1,21]. As pointed out earlier, a nice way to generate a collection of MSCs is to use an MSG. A variety of algorithms have been developed for MSGs in the literature—for instance, pattern matching [22,28,30] and detection of process divergence and non-local choice [5]. A systematic account of the various model-checking problems associated with MSGs and their complexities is given in [2]. The problem of model-checking MSGs with respect to formulas in Monadic second-order logic (MSO) is shown to be decidable in [23]. Note that the class of regular MSC languages and the class of MSG definable languages are incomparable. This decidability result has been extended to a generalization of MSGs called CMSGs (standing for Compositional MSGs) in [24]. The class of languages definable by CMSGs includes the class defined by MSGs as well as the class of regular MSC languages. The model-checking problem with respect to MSO is shown to be decidable for some infinite-state subclasses of HMSCs in [13]. For such subclasses the authors also show that equivalent communicating finite-state automata can be synthesised.

Recently, a new notion called weak realizability has been introduced in [3,4]. In this work, the target automata are message-passing automata (as we use them in this paper) with local rather than global accepting states. In the setting of Mazurkiewicz traces it is known that distributed automata with global acceptance conditions are strictly stronger than those with local acceptance conditions [38]. Trace languages accepted by automata with local accepting states are called product languages and are well understood [33]. It would be interesting to extend the work of [3,4] to develop a corresponding theory of product MSC languages.

In this paper, we confine our attention to finite MSCs and further we assume that each channel exhibits FIFO behavior. As the recent results of [20,6] bear out, our results and techniques serve as a good launching pad for a similar account concerning infinite MSCs as well as to settings where messages may be delivered out of order.

The paper is structured as follows. In the next section, we introduce MSCs and regular MSC languages. In Section 3, we establish our automata-theoretic characterization and, in Section 4, the logical characterization. While doing so, we borrow a couple of proof techniques from the theory of Mazurkiewicz traces [11]. However, we need to modify these techniques in a non-trivial way (especially in the setting of automata) due to the asymmetric flow of information via messages in the MSC setting, as opposed to the symmetric information flow via handshake communication in the trace setting.

We define message sequence graphs in Section 5. We survey the existing body of theory for this class of labelled graphs and bring out the notion of locally synchronized MSGs. In Section 6, we define finitely generated languages and provide an effective procedure to decide whether a regular MSC language is finitely generated. Following this, we establish our characterization result for regular MSC languages that are MSG-representable.

2. Regular MSC languages

Our study of regular MSC languages will focus on the most basic kind of MSCs—those that model communication through message-passing via reliable FIFOs. We ignore the actual content
of the messages exchanged by the processes as well as internal events. Our aim is to clearly bring out the basic issues in the theory with as little clutter as possible. The theory that we develop will go through—with considerable notational overhead—in the presence of additional features such as handshake communication, non-FIFO channels, hierarchically structured states, etc.

Let \( \mathcal{P} = \{p, q, r, \ldots\} \) be a finite set of processes (agents) that communicate with each other through messages via reliable FIFO channels. For each \( p \in \mathcal{P} \) we define \( \Sigma_p \triangleq \{p!q \mid p \neq q\} \cup \{p?q \mid p \neq q\} \) to be the set of communication actions in which \( p \) participates. The action \( p!q \) is to be read as \( p \) sends to \( q \) and the action \( p?q \) is to be read as \( p \) receives from \( q \). As mentioned above, at our level of abstraction, we shall not be concerned with the actual messages that are sent and received and we will also not deal with the internal actions of the agents. We set \( \Sigma = \bigcup_{p \in \mathcal{P}} \Sigma_p \) and let \( a, b \) range over \( \Sigma \). We also denote the set of channels by \( \text{Ch} = \{(p, q) \mid p \neq q\} \) and let \( c, d \) range over \( \text{Ch} \). Whenever the set of processes \( \mathcal{P} \) is clear from the context, we will often write \( \Sigma \) instead of \( \Sigma_p \) etc.

**Labelled posets.** A \( \Sigma \)-labelled poset is a structure \( M = (E, \leq) \) where \( (E, \leq) \) is a poset and \( \lambda : E \rightarrow \Sigma \) is a labelling function. For \( e \in E \) we define \( \downarrow e \triangleq \{e' \mid e' \leq e\} \). For \( p \in \mathcal{P} \) and \( a \in \Sigma \), we set \( E_p \triangleq \{e \mid \lambda(e) \in \Sigma_p\} \) and \( E_a \triangleq \{e \mid \lambda(e) = a\} \), respectively. For each \( (p, q) \in \text{Ch} \), we define the relation \( <_{pq} \) as follows:

\[
e <_{pq} e' \iff \lambda(e) = p!q, \lambda(e') = q?p \text{ and } |\downarrow e \cap E_p| = |\downarrow e' \cap E_q|\]

Since messages are assumed to be read in FIFO fashion, \( e <_{pq} e' \) implies that the message read by \( q \) at the receive event \( e' \) is the one sent by \( p \) at the send event \( e \). Finally, for each \( p \in \mathcal{P} \), we define the relation \( \leq_{pp} \triangleq (E_p \times E_p) \cap \leq \), with \( <_{pp} \) standing for the largest irreflexive subset of \( \leq_{pp} \).

**Definition 2.1.** An MSC (over \( \mathcal{P} \)) is a finite \( \Sigma \)-labelled poset \( M = (E, \leq, \lambda) \) that satisfies the following conditions\(^4\):

1. Each relation \( \leq_{pp} \) is a linear order.
2. If \( p \neq q \) then \( |E_{pq}| = |E_{qp}| \).
3. The partial order \( \leq \) is the reflexive, transitive closure of the relation \( \bigcup_{p,q \in \mathcal{P}} <_{pq} \).

In diagrams, the events of an MSC are presented in visual order. The events of each process are arranged in a vertical line and the members of the relation \( <_{pq} \) are displayed as horizontal or downward-sloping directed edges from the vertical line corresponding to \( p \) to the vertical line corresponding to \( q \). We illustrate the idea with an example, depicted in Fig. 1. Here \( \mathcal{P} = \{p, q, r\} \). For \( x \in \mathcal{P} \), the events in \( E_x \) are arranged along the line labelled \( (x) \) with earlier (relative to \( \leq ) \) events appearing above later events. For any two processes \( p, q \), the \( <_{pq} \)-edges are depicted by horizontal edges—for instance \( e_3 <_{rq} e'_2 \). The labelling function \( \lambda \) is easy to extract from the diagram—for example, \( \lambda(e_3) = r!p \) and \( \lambda(e_2) = q?p \).

\(^4\) Our definition captures the standard partial-order semantics associated with MSCs in, for instance, [1,31].
MSC languages. Henceforth, we will identify an MSC with its isomorphism class. We let $\mathcal{M}_P$ be the set of MSCs over $P$. An **MSC language** is a subset $L \subseteq \mathcal{M}_P$. As before, we shall often omit $P$ and denote $\mathcal{M}_P$ by $\mathcal{M}$.

We shall define regular MSC languages in terms of their linearizations. For an MSC $M = (E, \leq, \lambda)$, we let $\text{lin}(M) \overset{\text{def}}{=} \{ \lambda(\pi) \mid \pi \text{ is a linearization of } (E, \leq) \}$. By abuse of notation, we have used $\lambda$ to also denote the natural extension of $\lambda$ to $E^*$. For an MSC language $L \subseteq \mathcal{M}$, we set $\text{lin}(L) = \bigcup \{ \text{lin}(M) \mid M \in L \}$. In this sense, the string $p!qrqq?p?r$ is one linearization of the MSC in Fig. 1.

In the literature (e.g., [1,29,30]) one sometimes considers a more generous notion of linearization where two adjacent receive actions in a process corresponding to messages from different senders are deemed causally independent. For instance, $p!qrqq?p?p$ would also be a valid linearization of the MSC in Fig. 1. This is called the *causal order* of the MSC (as opposed to the visual order). Our results go through with suitable modifications even in the presence of this more generous notion of linearization.

Proper and complete words. The notions of proper and complete words will be very useful for relating MSCs to their linearizations. For a word $w$ and a letter $a$, we let $\#_a(w)$ denote the number of times $a$ appears in $w$. We say that $\sigma \in \Sigma^*$ is **proper** if for every prefix $\tau$ of $\sigma$ and every pair $p,q$ of processes $\#_{p\!q}(\tau) \geq \#_{q\!p}(\tau)$. We say that $\sigma$ is **complete** if $\sigma$ is proper and $\#_{p\!q}(\sigma) = \#_{q\!p}(\sigma)$ for every pair $p,q$ of processes.

An independence relation on complete words. Next we define a context-sensitive independence relation $I \subseteq \Sigma^* \times (\Sigma \times \Sigma)$ as follows. $(\sigma,a,b) \in I$ iff the following conditions are satisfied:

- $\sigma ab$ is proper
- $a \in \Sigma_p$ and $b \in \Sigma_q$ for distinct processes $p$ and $q$
- $a = p!q$ and $b = q?p$ implies $\#_a(\sigma) > \#_b(\sigma)$.

We note that if $(\sigma,a,b) \in I$ then $(\sigma,b,a) \in I$.

We now set $\Sigma^0 = \{ \sigma \mid \sigma \in \Sigma^* \text{ and } \sigma \text{ is complete} \}$. Next we define $\sim \subseteq \Sigma^0 \times \Sigma^0$ to be the least equivalence Relation such that if $\sigma = \sigma_1 ab \sigma_2$, $\sigma' = \sigma_1 ba \sigma_2$, and $(\sigma_1,a,b) \in I$ then $\sigma \sim \sigma'$. For a com-

![Fig. 1. An MSC over \{p,q,r\}.](image)
complete word \( \sigma \), we let \([\sigma]_\sim\) denote the equivalence class of \( \sigma \) with respect to \( \sim \). It is important to note that \( \sim \) is defined over \( \Sigma^\circ \) and not \( \Sigma^* \). It is easy to verify that for each \( M \in \mathcal{M} \), \( \text{lin}(M) \) is a subset of \( \Sigma^\circ \) and is in fact a \( \sim \)-equivalence class over \( \Sigma^\circ \).

**String MSC languages.** We define \( L \subseteq \Sigma^* \) to be a string MSC language if there exists an MSC language \( \mathcal{L} \subseteq \mathcal{M} \) such that \( L = \text{lin}(\mathcal{L}) \). It is easy to see that \( L \subseteq \Sigma^\circ \) is a string MSC language iff every string in \( L \) is complete and \( L \) is \( \sim \)-closed; that is, if \( \sigma \in L \) and \( \sigma \sim \sigma' \) then \( \sigma' \in L \).

Just as a Mazurkiewicz trace can be identified with its linearizations \([11]\), we can identify each MSC with its linearizations. To formalize this, we construct representation maps \( \text{sm} : \Sigma^\circ/\sim \rightarrow \mathcal{M} \) and \( \text{ms} : \mathcal{M} \rightarrow \Sigma^\circ/\sim \) and argue that these maps are “inverses” of each other.

**From linearizations to MSCs ...** Let \( \sigma \in \Sigma^\circ \). Then \( \text{sm}(\sigma) = (E_{\sigma}, \preceq, \lambda) \) where

- \( E_{\sigma} = \{ \tau\sigma \mid \tau \in \text{prf}(\sigma) \} \), where \( \text{prf}(\sigma) \) is the set of prefixes of \( \sigma \). In other words, \( E_{\sigma} = \text{prf}(\sigma) - \{ \varepsilon \} \).
- \( \preceq = (R_{P} \cup R_{Ch})^* \) where \( R_{P} = \bigcup_{p \in P} R_{p} \) and \( R_{Ch} = \bigcup_{p,q \in P} R_{pq} \). The constituent relations are defined as follows. For each \( p \in P \), \((\tau a, \tau'b) \in R_{p} \) iff \( a,b \in \Sigma_{p} \) and \( \tau a \in \text{prf}(\tau'b) \). Further, for each \( p,q \in P \), \((\tau a, \tau'b) \in R_{pq} \) iff \( a = p!q \) and \( b = q?p \) for some \( p,q \in P \) and in addition, \#_{a}(\tau a) = \#_{b}(\tau'b).
- For \( \tau a \in E, \lambda(\tau a) = a \).

It is easy to see that \( \text{sm}(\sigma) \) is an MSC with \( \preceq_{P} = R_{p} \) and \( \preceq_{pq} = R_{pq} \). One can show that \( \sigma \sim \sigma' \) implies \( \text{sm}(\sigma) = \text{sm}(\sigma') \). We can thus extend \( \text{sm} \) to a map \( \text{sm}' : \Sigma^\circ/\sim \rightarrow \mathcal{M} \) given by \( \text{sm}'([\sigma]_{\sim}) = \text{sm}(\sigma) \). Henceforth, we shall write \( \text{sm} \) to denote both \( \text{sm} \) and \( \text{sm}' \).

**...and back.** Conversely, we define the map \( \text{ms} : \mathcal{M} \rightarrow \Sigma^\circ/\sim \) by \( \text{ms}(M) = \text{lin}(M) \). It is easy to show that \( \text{ms} \) is well defined. We can also show that for every \( \sigma \in \Sigma^\circ \), \( \text{ms}(\text{sm}(\sigma)) = [\sigma]_{\sim} \) and for every \( M \in \mathcal{M} \), \( \text{ms}(\text{ms}(M)) = M \). Thus \( \Sigma^\circ/\sim \) and \( \mathcal{M} \) are two equivalent ways of representing the same class of objects. Hence, abusing terminology, we will often write “MSC language” to mean “string MSC language”. From the context, it should be clear whether we are working with labelled partial orders from \( \mathcal{M} \) or complete strings over \( \Sigma^* \). A good rule of thumb is that \( \mathcal{L} \) will denote the former and \( L \) will denote the latter.

We can now finally define our notion of a regular collection of MSCs.

**Definition 2.2.** \( \mathcal{L} \subseteq \mathcal{M} \) is a regular MSC language iff \( \text{lin}(\mathcal{L}) \) is a regular subset of \( \Sigma^* \).

Note that, unlike many standard settings (strings, trees or Mazurkiewicz traces), the universe \( \mathcal{M} \) is itself not regular according to our definition because \( \Sigma^\circ \) is not a regular subset of \( \Sigma^* \). This fact has a strong bearing on the automata-theoretic and logical formulations of regular MSC languages as will become apparent in the later sections.

We now observe that there is an effective (and finitary) presentation of regular MSC languages.

**Proposition 2.3.** It is decidable whether a regular subset \( L \subseteq \Sigma^* \) is a regular MSC language.

**Proof.** Let \( \mathcal{A} = (S, \Sigma, s_{0}, \delta, F) \) be the minimal DFA representing \( L \). We say that a state \( s \) of \( \mathcal{A} \) is live if there is a path from \( s \) to a final state. It is not difficult to see that \( L \) is a regular MSC language iff we can associate with each live state \( s \in S \), a channel-capacity function \( K_{s} : Ch \rightarrow \mathbb{N} \) that satisfies the following conditions.
(1) If \( s \in [s_{in}] \cup F \) then \( \mathcal{K}_s(c) = 0 \) for every \( c \in Ch \).
(2) If \( s, s' \) are live states and \( \delta(s, p\ell q) = s' \) then \( \mathcal{K}_{s'}((p, q)) = \mathcal{K}_s((p, q)) + 1 \) and \( \mathcal{K}_{s'}(c) = \mathcal{K}_s(c) \) for every \( c \neq (p, q) \).
(3) If \( s, s' \) are live states and \( \delta(s, q\ell p) = s' \) then \( \mathcal{K}_s((p, q)) > 0 \), \( \mathcal{K}_{s'}((p, q)) = \mathcal{K}_s((p, q)) - 1 \), and \( \mathcal{K}_{s'}(c) = \mathcal{K}_s(c) \) for every \( c \neq (p, q) \).
(4) Suppose \( \delta(s, a) = s_1 \) and \( \delta(s_1, b) = s_2 \) with \( a \in \Sigma_p \) and \( b \in \Sigma_q, p \neq q \). If it is not the case that \( a = p\ell q \) and \( b = q\ell p \), or it is the case that \( \mathcal{K}_s((p, q)) > 0 \), there exists \( s' \) such that \( \delta(s, b) = s'_1 \) and \( \delta(s'_1, a) = s_2 \). \( \square \)

Clearly, the conditions enumerated in the proof can be checked in time linear in the size of the next state function \( \delta \).

We also point out that Item (4) in the proof above has useful consequences. By abuse of notation, let \( \delta(s_{in}, u) \) denote the (unique) state reached by \( A \) on reading an input word \( u \). Suppose \( u \) is a proper word and \( a, b \) are communication actions such that \( (u, a, b) \) belongs to the context-sensitive independence relation defined earlier. Then, due to Item (4), \( \delta(s_{in}, uab) = \delta(s_{in}, uba) \). From this, we can conclude that if \( v, w \) are complete words such that \( v \sim w \), then \( \delta(s_{in}, v) = \delta(s_{in}, w) \).

We conclude this section by introducing the notion of \( B \)-bounded MSC languages. Let \( B \in \mathbb{N} \) be a natural number. We say that a proper word \( \sigma \) is weakly \( B \)-bounded if for each prefix \( \tau \) of \( \sigma \) and for each channel \( (p, q) \in Ch \), \( \#_{p\ell q}(\tau) - \#_{q\ell p}(\tau) \leq B \). We say that \( L \subseteq \Sigma^* \) is weakly \( B \)-bounded if every word \( \sigma \in L \) is weakly \( B \)-bounded.

Next we say the proper word \( \sigma \) is \( B \)-bounded if every \( w' \) with \( w \sim w' \) is weakly \( B \)-bounded.

Turning now to MSCs, we shall say that the MSC \( M \) is \( B \)-bounded if every string in \( lin(M) \) is weakly \( B \)-bounded. Since \( lin(M) \) is an \( \sim \)-equivalence class, this is the same as saying that every string in \( lin(M) \) is in fact \( B \)-bounded. Finally, a collection of MSCs is \( B \)-bounded if every member of the collection is \( B \)-bounded.

**Proposition 2.4.** Let \( L \) be a regular MSC language. There is a bound \( B \in \mathbb{N} \) such that \( L \) is \( B \)-bounded.

**Proof sketch.** From the proof of Proposition 2.3, it follows that every regular MSC language \( L \) is weakly \( B_L \)-bounded where the bound \( B_L \) is the largest value attained by the capacity functions attached to the live states in the minimal DFA for \( L \). Since MSC languages are \( \sim \)-closed, it then follows that \( L \) is in fact \( B_L \)-bounded. \( \square \)

3. An automata-theoretic characterization

In what follows we assume the terminology and notation developed in the previous section. Recall that the set of processes \( P \) determines the communication alphabet \( \Sigma \) and that for \( p \in P \), \( \Sigma_p \) denotes the actions that process \( p \) participates in.

**Definition 3.1.** A message-passing automaton over \( \Sigma \) is a structure \( A = (\{A_p\}_{p \in P}, \Delta, s_{in}, F) \) where:

- \( \Delta \) is a finite alphabet of messages.
- Each component \( A_p \) is of the form \( (S_p, \rightarrow_p) \) where
  - \( S_p \) is a finite set of \( p \)-local states.
  - \( \rightarrow_p \subseteq S_p \times \Sigma_p \times \Delta \times S_p \) is the \( p \)-local transition relation.
The local transition relation $\longrightarrow_p$ specifies how the process $p$ sends and receives messages. The transition $(s, p!q, m, s')$ specifies that when $p$ is in the state $s$, it can send the message $m$ to $q$ (by executing the communication action $p!q$) and go to the state $s'$. The message $m$ is, as a result, appended to the queue of messages in the channel $(p, q)$. Similarly, the transition $(s, p?q, m, s')$ signifies that at the state $s$, the process $p$ can receive the message $m$ from $q$ by executing the action $p?q$ and go to the state $s'$. The message $m$ is removed from the head of the queue of messages in the channel $(q, p)$.

We say that $A$ is deterministic if the local transition relation $\longrightarrow_p$ for each component $A_p$ satisfies the following conditions:

- $(s, p!q, m_1, s'_1) \in \longrightarrow_p$ and $(s, p!q, m_2, s'_2) \in \longrightarrow_p$ imply $m_1 = m_2$ and $s'_1 = s'_2$.
- $(s, p?q, m, s'_1) \in \longrightarrow_p$ and $(s, p?q, m, s'_2) \in \longrightarrow_p$ imply $s'_1 = s'_2$.

In other words, determinacy requires that the nature of the message sent from $p$ to $q$ depends only on the local state of the sender $p$. Note, however, that from the same state, $p$ may have the possibility of sending messages to more than one process. When receiving a message, the new state of the receiving process is fixed uniquely by its current local state and the content of the message. Once again, a process may be willing to receive messages from more than one process in a given state.

The set of global states of $A$ is given by $\prod_{p \in P} S_p$. For a global state $s$, we let $s_p$ denote the $p$th component of $s$. A configuration is a pair $(s, \chi)$ where $s$ is a global state and $\chi : Ch \rightarrow \Delta^*$ is the channel state that specifies the queue of messages currently residing in each channel $c$. The initial configuration of $A$ is $(s_{in}, \chi_{init})$ where $\chi_{init}(c)$ is the empty string $\varepsilon$ for every channel $c$. The set of final configurations of $A$ is $F \times \{\varepsilon\}$.

We now define the set of reachable configurations $Conf_A$ and the global transition relation $\Rightarrow \subseteq Conf_A \times \Sigma \times Conf_A$ inductively as follows:

- $(s_{in}, \chi_{init}) \in Conf_A$.

**Suppose $(s, \chi) \in Conf_A$, $(s', \chi')$ is a configuration and $(s_p, p!q, m, s'_p) \in \longrightarrow_p$ such that the following conditions are satisfied:**
  - $r \neq p$ implies $s_r = s'_r$ for each $r \in P$.
  - $\chi((p, q)) = \chi((q, p)) \cdot m$ and for $c \neq (p, q), \chi'(c) = \chi(c)$.

Then $(s, \chi) \xrightarrow{p!q} (s', \chi')$ and $(s', \chi') \in Conf_A$.

**Suppose $(s, \chi) \in Conf_A$, $(s', \chi')$ is a configuration and $(s_p, p?q, m, s'_p) \in \longrightarrow_p$ such that the following conditions are satisfied:**
  - $r \neq p$ implies $s_r = s'_r$ for each $r \in P$.
  - $\chi((q, p)) = m \cdot \chi'((q, p))$ and for $c \neq (q, p), \chi'(c) = \chi(c)$.

Then $(s, \chi) \xrightarrow{p?q} (s', \chi')$ and $(s', \chi') \in Conf_A$.

Let $\sigma \in \Sigma^*$. A run of $A$ over $\sigma$ is a map $\rho : prf(\sigma) \rightarrow Conf_A$ such that $\rho(\varepsilon) = (s_{in}, \chi_{init})$ and for each $ta \in prf(\sigma)$, $\rho(ta) = \xrightarrow{a} \rho(ta)$. The run $\rho$ is accepting if $\rho(\sigma)$ is a final configuration. Note that a deterministic automaton has at most one run on any $\sigma \in \Sigma^*$. 
We define $L(A) \overset{\text{def}}{=} \{ \sigma \mid A \text{ has an accepting run over } \sigma \}$. It is easy to see that every member of $L(A)$ is complete and $L(A)$ is $\sim$-closed in the sense that if $\sigma \in L(A)$ and $\sigma \sim \sigma'$ then $\sigma' \in L(A)$. Consequently, $L(A)$ can be viewed as an MSC language.

Unfortunately, $L(A)$ need not be regular. Consider, for instance, a message-passing automaton for the canonical producer–consumer system in which the producer $p$ sends an arbitrary number of messages to the consumer $q$. Since we can reorder all the $p!q$ actions to be performed before all the $q?p$ actions, the queue in channel $(p, q)$ can grow arbitrarily long. Hence, the set of reachable configurations of this system is not bounded and the corresponding language is not regular.

For $B \in \mathbb{N}$, we say that a configuration $(s, \chi)$ of the message-passing automaton $A$ is $B$-bounded if for every channel $c \in Ch$ it is the case that $|\chi(c)| \leq B$. We say that $A$ is a $B$-bounded automaton if every reachable configuration $(s, \chi) \in \text{Conf}_A$ is $B$-bounded. It is not difficult to show that given a message-passing automaton $A$ and a bound $B \in \mathbb{N}$, one can decide whether or not $A$ is $B$-bounded. Fig. 2 depicts an example of a 3-bounded message-passing automaton with two components, $p$ and $q$. The initial state is $(s_1, t_1)$ and there is only one final state, $(s_2, t_3)$. (The message alphabet is a singleton and hence omitted.) The automaton accepts the infinite set of MSCs $L = \{ M_i \}_{i \in \mathbb{N}}$, where $M_2$ is displayed in Fig. 3.

This automaton accepts an infinite set of MSCs, none of which can be expressed as the concatenation of two or more non-trivial MSCs. As a result, this MSC language cannot be represented using MSGs, as formulated in [2]. We will return to this point in Section 6.

The following result follows from the definitions. It constitutes the easy half of the characterization we wish to obtain.

**Proposition 3.2.** Let $A$ be a $B$-bounded message-passing automaton over $\Sigma$. Then $L(A)$ is a $B$-bounded regular MSC language.

The second half of our characterization says that every $B$-bounded regular MSC language can be recognized by a $B$-bounded message-passing automaton. This is much harder to establish.

Let $L \subseteq \Sigma^*$ be a regular MSC language. As observed at the end of Section 2, the minimum DFA $A_L$ for $L$ yields a bound $B$ such that $L$ is $B$-bounded.

Our strategy to prove this result is as follows. For a regular MSC language $L$, we consider the minimum DFA $A_L$ for $L$. We construct a message-passing automaton $A$ that simulates the behavior of $A_L$ on each complete word $\sigma \in \Sigma^*$. The catch is that no single component of $A$ is guaranteed...
Fig. 3. The $M_i$’s accepted by the automaton in Fig. 2.

to see all of $\sigma$. The partial information about $\sigma$ that is available at each process can be formalized using ideals.

**Ideals (prefixes).** Let $\sigma \in \Sigma^*$ be proper. A set of events $I \subseteq E_\sigma$ is called an (order) *ideal* if $I$ is closed with respect to $\leq$—that is, $e \in I$ and $f \leq e$ implies $f \in I$ as well.

Ideals constitute consistent prefixes of $\sigma$—notice that any linearization of an ideal forms a proper communication sequence.

**p-views.** For an ideal $I$, the $\leq$-maximum $p$-event in $I$ is denoted $\max_p(I)$, provided $\#(\Sigma_p) > 0$. The $p$-view of $I$, $\partial_p(I)$, is the ideal $\downarrow \max_p(I)$. Thus, $\partial_p(I)$ consists of all events in $I$ that $p$ can “see.” (By convention, if $\max_p(I)$ is undefined—that is, if there is no $p$-event in $I$—the $p$-view $\partial_p(I)$ is empty.) For $P \subseteq \mathcal{P}$, we use $\partial_P(I)$ to denote $\bigcup_{p \in P} \partial_p(I)$.

Consider the MSC in Fig. 4. The set of events $\{e_1, e_2, e_3, e_4, e_5, e_6, e_9\}$ form an ideal while the events $\{e_1, e_2, e_3, e_4, e_5, e_7\}$ do not.


As we mentioned earlier, our strategy is to construct a message-passing automaton $A$ that simulates the behavior of the minimum DFA for $L$, $A_L = (S, \Sigma, s_{in}, \delta, F)$, on each complete communication sequence $\sigma$. In other words, after reading $\sigma$, the components in $A$ must be able to decide whether $\delta(s_{in}, \sigma) \in F$. However, after reading $\sigma$ each component $A_p$ in $A$ only “knows about” those events from $E_\sigma$ that lie in the $p$-view $\partial_p(E_\sigma)$. We have to devise a scheme to recover the state $\delta(s_{in}, \sigma)$ from the partial information available with each process after reading $\sigma$.

Another complication is that processes can only maintain a bounded amount of information as part of their state. We need a way of representing arbitrary words in a bounded, finite way. This can be done by recording for each word $\sigma$, its “effect” as dictated by the minimum automaton $A_L$. 
We associate with each word $\sigma$ a function $f_\sigma : S \to S$, where $S$ is the set of states of $A_L$, such that $f_\sigma(s) = \delta(s, \sigma)$. The following observations follow from the fact that $A_L$ is a DFA recognizing $L$.

**Proposition 3.3.** Let $\sigma, \rho \in \Sigma^*$. Then:

1. $\delta(s_{in}, \sigma) = f_\sigma(s_{in})$.
2. $f_{\sigma \rho} = f_\rho \circ f_\sigma$, where $\circ$ denotes function composition.

Clearly, the function $f_\sigma : S \to S$ corresponding to a word $\sigma$ has a bounded representation. For an input $\sigma$, if the components in $A$ could jointly compute the function $f_\sigma$ they would be able to determine whether $\delta(s_{in}, \sigma) \in F$—by part (i) of the preceding proposition, $\delta(s_{in}, \sigma) = f_\sigma(s_{in})$. As the following result demonstrates, for any input $\sigma$, it suffices to compute $f_\rho$ for some linearization $\rho$ of the MSC $\text{sm}(\sigma)$.

**Proposition 3.4.** For complete sequences $\sigma, \rho \in \Sigma^*$, if $\sigma \sim \rho$ then $f_\sigma = f_\rho$.

**Proof.** Follows from the structural properties of $A_L$ described in Section 2. $\square$

Before proceeding, we need a convention for representing the subsequence of communication actions generated by a subset of the events in an MSC.

**Partial computations.** Let $\sigma = a_1 a_2 \ldots a_n$ be proper and let $X \subseteq E_\sigma$ be given by $\{a_1 \ldots a_i, a_1 \ldots a_{i_2}, \ldots, a_1 \ldots a_i\}$, where $i_1 < i_2 < \cdots < i_k$. When we call $X$ a partial computation, we mean that $X$ should
be identified with the induced labelled partial order \((E_X, \preceq, \lambda)\) obtained by restricting \(E_\sigma\) to \(X\). We denote by \(\sigma[X]\) the set of linearizations of \((E_X, \preceq, \lambda)\).

Observe that the linearizations of a partial computation are not, in general, proper words. Thus, if \(v\) and \(w\) are two linearizations of the same partial computation, it is quite likely that \(f_v\) and \(f_w\) are not the same function.

The following fact, analogous to standard results in Mazurkiewicz trace theory, will be used several times in our construction. We omit the proof.

**Lemma 3.5.** Let \(\sigma\) be proper and let \(I, J \subseteq E_\sigma\) be ideals such that \(I \subseteq J\). Then \(\sigma[J] \supseteq \sigma[I] \sigma[J \setminus I]\).

**Corollary 3.6.** Let \(\sigma\) be a word and \(I_1 \subseteq I_2 \subseteq \cdots \subseteq I_k \subseteq E_\sigma\) be a sequence of nested ideals. Then \(\sigma[I_k] \supseteq \sigma[I_1] \sigma[I_2 \setminus I_1] \cdots \sigma[I_k \setminus I_{k-1}]\).

### 3.1. Residues and decomposition

Returning to our problem of simulating the DFA \(A_L\) by a message-passing automaton, let \(\mathcal{P}\) consist of \(m\) processes \([p_1, p_2, \ldots, p_m]\). Consider a complete word \(\sigma\). We wish to compute \(f_{\rho}\) for some \(\rho \sim \sigma\). Suppose we construct a chain of subsets of processes \(\emptyset = Q_0 \subset Q_1 \subset Q_2 \subset \cdots \subset Q_m = \mathcal{P}\) such that for \(j \in \{1, 2, \ldots, m\}\), \(Q_j = Q_{j-1} \cup \{p_j\}\). From Corollary 3.6, we then have

\[
[\sigma]_\sim = \sigma[\partial_{Q_m}(E_\sigma)] \\
\supseteq \sigma[\partial_{Q_1}(E_\sigma)] \sigma[\partial_{Q_2}(E_\sigma) \setminus \partial_{Q_1}(E_\sigma)] \cdots \sigma[\partial_{Q_{m-1}}(E_\sigma) \setminus \partial_{Q_{m-2}}(E_\sigma)].
\]

Observe that \(\partial_{Q_j}(E_\sigma) \setminus \partial_{Q_{j-1}}(E_\sigma)\) is the same as \(\partial_{p_j}(E_\sigma) \setminus \partial_{Q_{j-1}}(E_\sigma)\). Thus, we can rewrite the expression above as

\[ [\sigma]_\sim = \sigma[\partial_{Q_m}(E_\sigma)] \\
\supseteq \sigma[\emptyset] \sigma[\partial_{p_1}(E_\sigma) \setminus \partial_{Q_0}(E_\sigma)] \cdots \sigma[\partial_{p_m}(E_\sigma) \setminus \partial_{Q_{m-1}}(E_\sigma)]. \quad (\blacklozenge)
\]

Let us examine \((\blacklozenge)\) more closely. For each \(i \in [1..m]\), let \(w_i\) be a linearization of the partial computation \(\partial_{p_i}(E_\sigma) \setminus \partial_{Q_{i-1}}(E_\sigma)\). The expression \((\blacklozenge)\) then tells us that \(\sigma \sim w_1 w_2 \ldots w_m\).

Recall that different linearizations of a partial computation may give rise to different transition functions. However, \((\blacklozenge)\) tells us that we need not keep track of all linearizations of the partial computations \(\partial_{p_i}(E_\sigma) \setminus \partial_{Q_{i-1}}(E_\sigma)\).

Suppose that each process \(p_i, i \in [1..m]\), locally computes the function \(f_{w_i}\) corresponding to any one linearization \(w_i\) of the partial computation \(\partial_{p_i}(E_\sigma) \setminus \partial_{Q_{i-1}}(E_\sigma)\). Then, from the global state at the end of the run, we can reconstruct \(f_{\sigma}\) by composing \(f_{w_m} \circ f_{w_{m-1}} \circ \cdots \circ f_{w_1}\) to get \(f_{w_1 w_2 \ldots w_m} = f_{\sigma}\). We can thus mark a global state as accepting if the composite function \(f_{\sigma}\) that it generates is such that \(f_{\sigma}(s_{in}) \in F\).

To achieve this, each process \(p_j\) must inductively maintain information about the partial computation \(\partial_{p_j}(E_\sigma) \setminus \partial_{Q_{j-1}}(E_\sigma)\). This partial computation represents the portion of \(\sigma\) that \(p_j\) has seen but the processes in \(Q_{j-1}\) have not seen. This is a special case of what we call a residue.

**Residues.** Let \(\sigma\) be proper, \(I \subseteq E_\sigma\) an ideal and \(p \in \mathcal{P}\) a process. \(\mathcal{R}(\sigma, p, I)\) denotes the set \(\partial_{p_j}(E_\sigma) \setminus I\) and is called the residue of \(\sigma\) at \(p\) with respect to \(I\). Observe that any residue of the form \(\mathcal{R}(\sigma, p, I)\) can
equivalently be written \( R(\sigma, p, I) \cap I \). Notice that a residue can be thought of as the induced labelled partial order defined by the events that it contains.

A residue of \( R(\sigma, p, I) \) is a process residue if \( R(\sigma, p, I) = R(\sigma, p, \partial_p(E_\sigma)) \) for some \( P \subseteq P \). We say that \( R(\sigma, p, \partial_p(E_\sigma)) \) is the \( P \)-residue of \( \sigma \) at \( p \).

Note that \( \partial_p(E_\sigma) \setminus \partial_{Q_{i-1}}(E_\sigma) \) is a process residue. The expression \((\odot)\) seems to suggest that each process should try and maintain information about linearizations of process residues locally. Unfortunately, a process residue at \( p \) may change due to an action of another process. For instance, if the word \( \sigma \) is extended by an action \( a = q!p \), it is clear that \( R(\sigma, p, \partial_q(E_\sigma)) \) will not be the same as \( R(\sigma, p, \partial_q(E_{\sigma+a})) \) since \( q \) will get to know about more events from \( \partial_p(\sigma) \) after receiving the message via the action \( a \). On the other hand, since \( p \) does not move on an action of the form \( q?p \), \( p \) has no chance to update its \( q \)-residue when the action \( q?p \) occurs.

Returning to the MSCs in Fig. 4, consider the proper word \( \sigma = plq p'l'r? p r'l?q r?q l!p p'l?q p'l?q q'?p \) corresponding to the (partial) linearization \( e_1e_2e_3e_4e_5e_6e_7e_8e_9 \). Let \( I \) denote the ideal corresponding to \( \sigma \). Let \( J \) be the ideal \( \{ e_1, e_2, e_3, e_4, e_5 \} \). The residue \( R(\sigma, p, J) = \{ e_6, e_7, e_8 \} \). This is not a process residue. The \( q \)-residue of \( \sigma \) at \( p \), \( R(\sigma, q, q(I)) \), is given by \( \{ e_7, e_8 \} \). The \( r \)-residue of \( \sigma \) at \( p \), \( R(\sigma, p, \sigma(I)) \), is given by \( \{ e_5, e_6, e_7, e_8 \} \). However, if we extend \( \sigma \) to \( \sigma' = r?p \) generating the ideal \( I' = I \cup \{ e_9 \} \), we find that \( R(\sigma', p, \sigma(I')) = \emptyset \).

To get around this problem, each process will have to maintain residues in terms of local information that changes only when it moves. This information is called the primary information of a process. Maintaining and updating primary information requires a bounded time-stamping protocol, described in [27]. We now summarize the essential aspects of this protocol and then describe how to use it to fix the problem of maintaining process residues locally.

3.2. Bounded time-stamps

Recall that for a complete word \( \sigma \), \( sm(\sigma) = (E_\sigma, \leq, \lambda) \) is the associated partial order defined on page 7. The map \( \sigma \) can be extended in a natural way to words that are proper but not complete. For such a proper word \( \sigma \), the structure \((E_\sigma, \leq, \lambda) \) corresponds to an “incomplete” MSC in which some messages that have been sent have not yet been received. In fact, the resulting structure will be an ideal. In this sense, the correspondence between MSCs and complete words expressed by the maps \( sm \) and \( ms \) extends to a correspondence between ideals and proper words.

For the rest of this section, for any proper word \( \sigma \), we implicitly use \( E_\sigma \) to denote the set of events associated with \( sm(\sigma) \).

**Latest information.** Let \( I \subseteq E_\sigma \) be an ideal and \( p, q \in P \). Then \( \text{latest}(I) \) denotes the set of events \( \{ \max_p(I) \mid p \in P \} \). For \( p \in P \), we let \( \text{latest}_p(I) \) denote the set \( \text{latest}(\partial_p(I)) \). A typical event in \( \text{latest}_p(I) \) is of the form \( \max_q(\partial_p(I)) \) and denotes the \( \leq \)-maximum \( q \)-event in \( \partial_p(I) \). This is the latest \( q \)-event in \( I \) that \( p \) knows about. For convenience, we denote this event \( \text{latest}_{p\rightarrow q}(I) \). (If there is no \( q \)-event in \( \partial_p(I) \), the quantity \( \text{latest}_{p\rightarrow q}(I) \) is undefined.)

It is clear that for \( q \neq p \), \( \text{latest}_{p\rightarrow q}(I) \) will always correspond to a send action from \( \Sigma_q \). However, \( \text{latest}_{p\rightarrow q}(I) \) need not be of the form \( q!p \); the latest information that \( p \) has about \( q \) in \( I \) may have been obtained indirectly.
**Message acknowledgments.** Let $I \subseteq E_\alpha$ be an ideal and $e \in I$ an event of the form $p!q$. Then, $e$ is said to have been acknowledged in $I$ if the corresponding receive event $f$ such that $e <_\rho f$ belongs to $\partial_p(I)$. Otherwise, $e$ is said to be unacknowledged in $I$.

Notice that it is not enough for a message to have been received in $I$ to deem it to be acknowledged. We demand that the event corresponding to the receipt of the message be “visible” to the sending process.

For an ideal $I$ and a pair of processes $p, q$, let $\text{unack}_{p \to q}(I)$ be the set of unacknowledged $p!q$ events in $I$. The following proposition characterizes $B$-boundedness via the number of unacknowledged messages.

Consider the MSCs in Fig. 4. Let $I$ be the ideal $\{e_1, e_2, e_3, e_4, e_5, e_6, e_7, e_8, e_9, e_{10}\}$. Then, $\text{latest}_{p \to q}(I) = e_6$. Notice that $\text{latest}_{q \to p}(I) = e_2$. This information about $p$ comes to $q$ via $r$ and is more current than the direct message from $p$ to $q$ sent at $e_1$ that arrives at $e_9$.

In $I$, the message sent by $p$ at $e_2$ is acknowledged (at $e_7$) while the message sent by $p$ at $e_1$ belongs to $\text{unack}_{p \to q}(I)$, though it has been received by $q$ at $e_9$ within $I$.

**Proposition 3.7.** Let $\sigma \in \Sigma^*$ be proper and let $\text{sm}(\sigma) = (E_\alpha, \leq, \lambda)$. Then $\sigma$ is $B$-bounded, for $B \in \mathbb{N}$, if and only if, for every pair of processes $p, q$ and for every ideal $I \subseteq E_\alpha$, $\text{unack}_{p \to q}(I)$ contains at most $B$ events.

During the course of a $B$-bounded computation, none of the message buffers ever contains more than $B$ undelivered messages, regardless of how the events are sequentialized. Thus, if each component $A_\rho$ of a message-passing automaton is able to keep track of the sets $\{\text{unack}_{p \to q}(E_\alpha)\}_{q \in \mathcal{P}}$ for each word $\sigma$, this information can be used to inhibit sending messages along channels that are potentially saturated and thus enforce $B$-boundedness. This would provide a mechanism for constraining an arbitrary message-passing automaton to be $B$-bounded.

**Primary information.** Let $I \subseteq E_\alpha$ be an ideal. The primary information of $I$, primary$(I)$, consists of the following events in $I$:

- The set $\text{latest}(I) = \{\text{max}_p(I) \mid p \in \mathcal{P}\}$.
- The collection of sets $\text{unack}(I) = \{\text{unack}_{p \to q}(I) \mid p, q \in \mathcal{P}\}$.

For $p \in \mathcal{P}$, we denote $\text{primary}(\partial_p(I))$ by primary$_p(I)$. Thus, primary$_p(I)$ reflects the primary information of $p$ in $I$. Observe that for $B$-bounded computations, the number of events in primary$(I)$ is bounded.

In the MSC shown in Fig. 4, let $I$ denote the entire collection of events $\{e_1, e_2, \ldots, e_{12}\}$. Here, primary$_p(I) = \{e_8, e_6, e_4\}$, primary$_q(I) = \{e_8, e_{12}, e_{11}\}$ and primary$_r(I) = \{e_8, e_6, e_{11}\}$. Thus, a consistent time-stamping is one that uses distinct labels for the events $\{e_6, e_8, e_{11}\}$ that span the primary information of more than one process in $I$. Normally, a consistent time-stamping would actually use distinct labels for all events that constitute primary information, namely $\{e_4, e_6, e_8, e_{11}, e_{12}\}$. Since $\{e_1, e_2\}$ are both send events that do not appear in the primary information of any process, a consistent time-stamping may assign both these events the same label as each other or, indeed, the same label as a third event.
In [27], a protocol is presented for processes to keep track of their primary information during the course of an arbitrary computation. This protocol involves appending a bounded amount of information to each message in the underlying computation, provided the computation is $B$-bounded. To ensure that the message overhead is bounded, the processes use a distributed time-stamping mechanism that consistently assigns “names” to events using a bounded set of labels.

**Consistent time-stamping.** Let $\Gamma$ be a finite set of labels. For a proper communication sequence $\sigma$, we say that $\tau : E_\sigma \to \Gamma$ is a **consistent time-stamping** of $E_\sigma$ by $\Gamma$ if for each pair of (not necessarily distinct) processes $p, q$ and for each ideal $I$ the following holds: if $e_p \in \text{primary}_p(I), e_q \in \text{primary}_q(I)$, and $\tau(e_p) = \tau(e_q)$ then $e_p = e_q$.

In the protocol of [27], whenever a process $p$ sends a message to $q$, it first assigns a time-stamp to the new message from a finite set of labels. Process $p$ then appends its primary information to the message being sent. Notice that the current send event will form part of the primary information since it is the latest $p$-event in $\partial_p(E_\sigma)$. When $q$ receives the message, it can consistently update its primary information to reflect the new information received from $p$.

The two tricky points in the protocol are for $p$ to decide when it is safe to reuse a time-stamp, and for $q$ to decide whether the information received from $p$ is really new. To solve these problems, the protocol of [27] requires processes to also maintain additional time-stamps, corresponding to secondary information. Though we do not need the details of how the protocol works, we will need to refer to secondary information in the proof of our theorem.

**Secondary information.** Let $I$ be an ideal. The **secondary information** of $I$ is the collection of sets $\text{primary}(\downarrow e)$ for each event $e$ in $\text{primary}(I)$. This collection of sets is denoted $\text{secondary}(I)$. As usual, for $p \in \mathcal{P}$, $\text{secondary}_p(I)$ denotes the set $\text{secondary}_p(\partial_p(I))$.

In our framework, the protocol of [27] can now be described as follows.

**Theorem 3.8.** For any $B \in \mathbb{N}$, we can fix a set $\Gamma$ of labels of size $O(B \times |\mathcal{P}|^2)$ and construct a deterministic $B$-bounded message-passing automaton $A^B = (\{A^B_p\}_{p \in \mathcal{P}}, \Delta^B, \delta^B, F^B)$ such that for every $B$-bounded proper communication sequence $\sigma$, $A^B$ inductively generates a consistent time-stamping $\tau : E_\sigma \to \Gamma$. Moreover, for each component $A^B_p$ of $A^B$, the local state of $A^B_p$ at the end of $\sigma$ records the information $\text{primary}_p(E_\sigma)$ and $\text{secondary}_p(E_\sigma)$ in terms of the time-stamps assigned by $\tau$.

Actually, we need a more general version of this result, corresponding to maintaining consistent timestamps up to an arbitrary depth.

**$k$-ary information.** Let $I$ be an ideal. The **$k$-ary information** of $I$, $k$-ary($I$) is inductively defined as follows:

- $1$-ary($I$) = $\text{primary}(I)$.
- For $k > 1$, $k$-ary($I$) is the collection of sets $\text{primary}(\downarrow e)$ for each event $e$ in $(k-1)$-ary($I$).

As usual, for $p \in \mathcal{P}$, $k$-ary$_p(I)$ denotes the set $k$-ary($\partial_p(I)$).

We can now extend the notion of a consistent time-stamping to arbitrary levels.
k-consistent time-stamping. Let $\Gamma$ be a finite set of labels and $k \in \mathbb{N}$. For a proper communication sequence $\sigma$, we say that $\tau : E_\sigma \rightarrow \Gamma$ is a $k$-consistent time-stamping of $E_\sigma$ by $\Gamma$ if for each pair of (not necessarily distinct) processes $p, q$ and for each ideal $I$ the following holds: if $e_p \in k$-ary $p(I)$, $e_q \in k$-ary $q(I)$ and $\tau(e_p) = \tau(e_q)$ then $e_p = e_q$.

In the MSC shown in Fig. 4, let $I$ denote the entire collection of events $\{e_1, e_2, \ldots, e_{|I|}\}$. The event $e_2$ is not a primary event but does lie within secondary $p(I)$. Thus, a 2-consistent time-stamping would have to assign a distinct label to $e_2$, whereas a 1-consistent time-stamping can safely reuse the label assigned to $e_2$ within $I$.

The generalized version of Theorem 3.8 that we need is the following.

**Theorem 3.9.** For any $B, k \in \mathbb{N}$, we can fix a set $\Gamma$ of labels of size $O(B \times |\mathcal{P}|^{k+1})$ and construct a deterministic B-bounded message-passing automaton $A^B = (\{A^B_p\}_{p \in \mathcal{P}}, \Delta^B, s^B_0, F^B)$ such that for every $B$-bounded proper communication sequence $\sigma$, $A^B$ inductively generates a $k$-consistent time-stamping $\tau : E_\sigma \rightarrow \Gamma$. Moreover, for each component $A^B_p$ of $A^B$, the local state of $A^B_p$ at the end of $\sigma$ records the information $k$-ary $p(E_\sigma)$ in terms of the time-stamps assigned by $\tau$.

### 3.3. Process and primary residues

With this background on primary information, we return to our problem of keeping track of residues. Recall that for a proper word $\sigma$, an ideal $I \subseteq E_\sigma$ and a process $p$, the residue $R(\sigma, p, I)$ denotes the set $\partial_p(E_\sigma) \setminus I$. A residue $R(\sigma, p, I)$ is a process residue for $P \subseteq \mathcal{P}$ if $I = \partial_p(E_\sigma)$. The goal is to maintain information about process residues locally at each process $p$, but the problem is that these residues may change even when $p$ does not move, thereby making it impossible for $p$ to directly represent this information.

However, it turns out that each process can maintain a set of residues based on its primary information such that these primary residues subsume the process residues. The key technical fact that makes this possible is the following.

**Lemma 3.10.** For any non-empty ideal $I$, and $p, q \in \mathcal{P}$, the maximal events in $\partial_p(I) \cap \partial_q(I)$ lie in primary $p(I) \cap \text{primary}_q(I)$.

**Proof.** We show that for each maximal event $e$ in $\partial_p(I) \cap \partial_q(I)$, either $e \in \text{latest}(\partial_p(I)) \cap \text{unack}(\partial_q(I))$ or $e \in \text{unack}(\partial_p(I)) \cap \text{latest}(\partial_q(I))$.

First suppose that $\partial_p(I) \setminus \partial_q(I)$ and $\partial_q(I) \setminus \partial_p(I)$ are both non-empty. Let $e$ be a maximal event in $\partial_p(I) \cap \partial_q(I)$. Suppose $e$ is an $r$-event, for some $r \in \mathcal{P}$. Since $\partial_p(I) \setminus \partial_q(I)$ and $\partial_q(I) \setminus \partial_p(I)$ are both non-empty, it follows that $r \notin \{p, q\}$. The event $e$ must have $\leq$-successors in both $\partial_p(I)$ and $\partial_q(I)$. However, observe that any event $f$ can have at most two immediate $\leq$-successors—one “internal” successor within the process and, if $f$ is a send event, one “external” successor corresponding to the matching receive event.

Thus, the maximal event $e$ must be a send event, with a $<_{rr}$ successor $e_r$, and a $<_{rr}$ successor $e_s$, corresponding to some $s \in \mathcal{P}$. Assume that $e_r \in \partial_q(I) \setminus \partial_p(I)$ and $e_s \in \partial_p(I) \setminus \partial_q(I)$. Since the $r$-successor of $e$ is outside $\partial_p(I)$, $e = \max_r(\partial_p(I))$. So $e$ belongs to $\text{latest}(\partial_p(I))$. On the other hand, $e$ is an unacknowledged $r$!s-event in $\partial_q(I)$. Thus, $e \in \text{unack}_{r ightarrow s}(\partial_q(I))$, which is part of $\text{unack}(\partial_q(I))$. 

Symmetrically, if \( e_r \in \partial_p(I) \setminus \partial_q(I) \) and \( e_s \in \partial_q(I) \setminus \partial_p(I) \), we find that \( e \) belongs to \( \text{unack}(\partial_p(I)) \cap \text{latest}(\partial_q(I)) \).

We still have to consider the case when \( \partial_p(I) \subseteq \partial_q(I) \) or \( \partial_q(I) \subseteq \partial_p(I) \). Suppose that \( \partial_p(I) \subseteq \partial_q(I) \), so that \( \partial_p(I) \cap \partial_q(I) = \partial_p(I) \). Let \( e = \max_p(\partial_q(I)) \). Clearly, \( \partial_p(I) = \downarrow e \) and the only maximal event in \( \partial_p(I) \) is the \( p \)-event \( e \). Since \( e \) has a successor in \( \partial_q(I) \), \( e \) must be a send event and is hence in \( \text{unack}(\partial_p(I)) \). Thus, \( e \in \text{unack}(\partial_p(I)) \cap \text{latest}(\partial_q(I)) \). Symmetrically, if \( \partial_q(I) \subseteq \partial_p(I) \), the unique maximal event \( e \) in \( \partial_q(I) \) belongs to latest \( (\partial_p(I)) \cap \text{unack}(\partial_q(I)) \). \( \square \)

Let us call \( R(\sigma, p, I) \) a primary residue if \( I \) is of the form \( \downarrow X \) for some subset \( X \subseteq \text{primary}_p(E_a) \). Clearly, for \( p, q \in \mathcal{P} \), \( R(\sigma, p, I) \) and \( R(\sigma, p, J) \) be primary residues such that \( R(\sigma, p, I) = \text{primary}_p(E_a) \) and \( R(\sigma, p, J) = \text{primary}_p(E_a) \) for \( X \subseteq \text{primary}_p(E_a) \). Then \( R(\sigma, p, I \cup J) \) is also a primary residue and \( R(\sigma, p, I \cup J) = R(\sigma, p, \downarrow (X_1 \cup X_2)) \).

Our claim that all process residues can be effectively described in terms of primary residues can then be formulated as follows.

**Proposition 3.11.** Let \( \sigma \in \Sigma^* \) be proper and \( p \in \mathcal{P} \). For ideals \( I, J \subseteq E_a \), let \( R(\sigma, p, I) \) and \( R(\sigma, p, J) \) be primary residues such that \( R(\sigma, p, I) = \text{primary}_p(E_a) \) and \( R(\sigma, p, J) = \text{primary}_p(E_a) \) for \( X \subseteq \text{primary}_p(E_a) \). Then \( R(\sigma, p, I \cup J) \) is also a primary residue.

**Lemma 3.12.** Let \( \sigma \in \Sigma^* \) be proper, \( p \in \mathcal{P} \) and \( Q \subseteq \mathcal{P} \). Then \( R(\sigma, p, \partial_Q(E_a)) \) is a primary residue \( R(\sigma, p, \downarrow X) \) for \( p \). Further, the set \( X \subseteq \text{primary}_p(E_a) \) can be effectively computed from the information in \( \bigcup_{q \in [p] \cup Q \cup \text{primary}_p(E_a)} R_\sigma(p, \downarrow X) \).

**Proof.** Let \( Q = \{ q_1, q_2, \ldots, q_k \} \). We can rewrite \( R(\sigma, p, \partial_Q(E_a)) \) as \( R(\sigma, p, \bigcup_{i \in [1, \ldots, k]} \partial_{q_i}(E_a)) \). From Lemma 3.10 it follows that for each \( i \in [1, 2, \ldots, k] \), \( p \) can compute a set \( X_i \subseteq \text{primary}_p(E_a) \) from the information in \( \text{primary}_p(E_a) \cup \partial_{q_i}(E_a) \) such that \( R(\sigma, p, \partial_{q_i}(E_a)) = \text{primary}_p(E_a) \cup \partial_{q_i}(E_a) \). From Proposition 3.11, it then follows that \( R(\sigma, p, \partial_Q(E_a)) = R(\sigma, p, \bigcup_{i \in [1, \ldots, k]} \partial_{q_i}(E_a)) = R(\sigma, p, \downarrow X) \) where \( X = \bigcup_{i \in [1, \ldots, k]} X_i \). \( \square \)

### 3.4. Updating residues

Our strategy for constructing a message-passing automaton for the regular MSC language \( L \) is to inductively have each process \( p \) maintain for each primary residue of the current input \( \sigma \), the function \( f_w \) for some linearization \( w \) of the residue. Then, using the expression (\( \Diamond \)), the processes can jointly compute \( f_w \) for the entire input \( \sigma \).

Initially, at the empty word \( \sigma = \epsilon \), every primary residue from \( \{ R(\sigma, p, \downarrow X) \}_{p \in \mathcal{P}, X \subseteq \text{primary}_p(E_a)} \) is just the empty word \( \epsilon \). So, all primary residues are represented by the identity function \( \text{Id} : \{ s \mapsto s \} \).

Let \( \sigma \in \Sigma^* \) be a proper word and let \( \alpha \in \Sigma \). Assume inductively that at the end of \( \sigma \), for each \( p \in \mathcal{P} \) and for every primary residue \( R(\sigma, p, \downarrow X) \) corresponding to \( X \subseteq \text{primary}_p(E_a) \), \( p \) has inductively computed \( f_w \) for some linearization \( w \) of \( R(\sigma, p, \downarrow X) \). We show how to update these functions for each process \( p \) after extending the computation from \( \sigma \) to \( \sigma \alpha \).
Suppose $a$ is of the form $pq$ and $X \subseteq \text{primary}_p(E_{sa})$. Let $e_a$ denote the event corresponding to the new action $a$. If $e_a \in X$, then $R(aa,p,\downarrow X) = e$, so we represent the residue by the identity function $Id$. On the other hand, if $e_a \notin X$, then $X \subseteq \text{primary}_p(E_a)$, so we already have a function $f_w$ corresponding to some linearization $w$ of the residue $R(\sigma,p,X)$. Since, every event in $R(\sigma,p,X)$ is causally below the final $a$-event in $sm(\sigma a)$, $wa$ is a linearization of $R(\sigma a, p, \downarrow X)$. Thus, we can extend $f_w$ to $f_{wa} = f_a \circ f_w$.

For $r \neq p$, the primary residues are unchanged when going from $\sigma$ to $\sigma a$. We can thus extend the function $f_w$ corresponding to the residue $R(\sigma a, p, \downarrow X)$ to $f_{wa} = f_a \circ f_w$.

The case where $a$ is of the form $p?q$ is more interesting. As before, the primary residues are unchanged for $r \neq p$. We show how to calculate all the new primary residues for $p$ using the information obtained from $q$. This will use the following result.

**Lemma 3.13.** Let $\sigma \in \Sigma^*$ be proper. Let $p,q \in \mathcal{P}$ and $e \in E_\sigma$ such that $e \in \text{primary}_p(E_\sigma)$ but $e \notin \partial_p(E_\sigma)$. Then $R(\sigma,p,\downarrow e)$ is a primary residue $\mathcal{R}(\sigma,p,\downarrow X)$ for $p$. Further, the set $X \subseteq \text{primary}(\partial_p(E_\sigma))$ can be effectively computed from the information in $\text{primary}_p(E_\sigma)$ and $\text{secondary}_q(E_\sigma)$.

**Proof.** Let $e$ be an r-event, $r \in \mathcal{P}$ and let $J = \partial_p(E_\sigma) \cup \downarrow e$. By construction, $\max_p(J) = \max_p(E_\sigma)$. On the other hand, $\max_r(J) = e$, since $e$ is an r-event and we assumed that $e \notin \partial_p(E_\sigma)$.

By Lemma 3.10, the maximal events in $\partial_p(J) \cap \partial_r(J)$ lie in $\text{primary}_p(J) \cap \text{primary}_r(J)$. Since $\max_p(J) = \max_p(E_\sigma)$, $\text{primary}_p(J) = \text{primary}_p(E_\sigma)$. On the other hand, $\text{primary}_r(J) = \text{primary}(\downarrow e)$, which is a subset of $\text{secondary}_q(E_\sigma)$, since $e \in \text{primary}_q(E_\sigma)$.

Thus, the set of maximal events in $\partial_p(J) \cap \partial_r(J)$, which is the same as $\partial_p(E_\sigma) \cap \downarrow e$, is contained in $\text{primary}_p(E_\sigma) \cap \text{primary}(\downarrow e)$. These events are available in $\text{primary}_p(E_\sigma) \cup \text{secondary}_q(E_\sigma)$. □

Suppose that $X = \{x_1, x_2, \ldots, x_k\} \subseteq \text{primary}_p(E_{sa})$.

We first argue that for each $x_i \in X$, $R(\sigma,p,\downarrow X)$ is a primary residue $R(\sigma,p,\downarrow Y)$, where $Y \subseteq \text{primary}_p(E_\sigma)$. If $x_i \notin \text{primary}_p(E_\sigma)$, then $R(\sigma,p,\downarrow X)$ is already a primary residue, so we can set $Y_i = \{x_i\}$. If, however, $x_i \notin \text{primary}_p(E_\sigma)$, then $x_i$ must have been contributed from $\text{primary}_q(\sigma)$ through the message received at the action $a$. We have $x_i \in \text{primary}_q(E_\sigma)$ but $x_i \notin \partial_p(E_\sigma)$. Thus, appealing to Lemma 3.13, we can identify $Y_i \subseteq \text{primary}_p(E_\sigma)$ such that $R(\sigma,p,\downarrow x_i) = R(\sigma,p,\downarrow Y_i)$.

Since $X = \bigcup_{i=1,2,\ldots,k} Y_i$, we can appeal to Proposition 3.11 to argue that $R(\sigma,p,\downarrow X)$ is the primary residue $R(\sigma,p,\downarrow Y)$ where $Y = \bigcup_{i=1,2,\ldots,k} Y_i$. We can then set

$$R(\sigma a,p,\downarrow X) = R(\sigma,p,\downarrow Y) \cup R(\sigma,q,\partial_p(E_\sigma) \cup \downarrow X_q) \cup \{e_a\}$$

where $X_q$ is $X \cap \text{primary}_q(E_\sigma)$. Inductively, $p$ maintains $f_w$ for some linearization $w$ of $R(\sigma,p,\downarrow Y)$ and $q$ communicates $f_w'$ for some linearization $w'$ of $R(\sigma,q,\partial_p(E_\sigma) \cup \downarrow X_q)$ and both these sets of events lie below $e_a$. Thus, $w \circ w' \circ a$ is a valid linearization of $R(\sigma a,p,\downarrow X)$ and $p$ can compute the function $f_{ww'} = f_a \circ f_{w'} \circ f_w$ from the information available to it after $\sigma$.

Thus, when each action is performed, the process performing the action can effectively update the functions corresponding to the linearizations of its primary residues using the primary and secondary information available to it.
3.5. A deterministic message-passing automaton for \( L \)

Let \( L \) be a regular MSC language and let \( B \) be the bound derived form the minimum DFA \( A_L \) for \( L \) as described earlier. We now construct a \( B \)-bounded message-passing automaton \( A = (\{A_p\}_{p \in P}, \Delta, s_{in}, F) \) for \( L \).

Recall that \( A^B = (\{A_p^B\}_{p \in P}, \Delta^B, s_{in}^B, F^B) \) is the time-stamping automaton for \( B \)-bounded computations, where the state of each component records the primary and secondary information of the component in terms of a consistent set of time-stamps.

- The message alphabet of \( A \) is the alphabet \( \Delta^B \) used by the time-stamping automaton \( A^B \).
- In \( A \), a typical state of a component \( A_p \) is a pair \((s_B, s_R)\) where \( s_B \) is a state drawn from \( A_p^B \) and \( s_R \) is the collection \( \{f_{w_X} : S \rightarrow S\}_{X \subseteq \text{primary}_{p}(E_{\sigma})} \) of functions corresponding to one linearization \( w_X \) for each primary residue \( X \) of \( A_p \) at the end of a word \( \sigma \).
- The local transition relation \( \rightarrow^B \) of each component \( A_p \) is as follows:
  - For \( a \) of the form \( p^!q \), the tuple \((s_B, s_R), a, m, (s'_B, s'_R)\) \( \in \rightarrow^B \) provided \((s_B, a, m, s'_B) \in \rightarrow_B^p \) and the functions in \( s'_R \) are derived from the functions in \( s_R \) using the time-stamping information in \( s_B \), as described in Section 3.4.
  - Moreover, according to the primary information in \( s_B \), it should be the case that \(|\text{unack}_{p \rightarrow q}(E_{\sigma})| < B \) for the word \( \sigma \) read so far.
  - For \( a \) of the form \( p^?q \), the tuple \((s_B, s_R), a, m, (s'_B, s'_R)\) \( \in \rightarrow^B \) provided \((s_B, a, m, s'_B) \in \rightarrow_B^p \) and the functions in \( s'_R \) are derived from the functions in \( s_R \) using the time-stamping information in \( s_B \) and the message \( m \), as described in Section 3.4.
- In the initial state of \( A \), the local state of each component \( A_p \) is of the form \((s'_{B,in}^p, s'_{R,in}^p)\) where \( s'_{B,in}^p \) is the initial state of \( A_p^B \) and \( s'_{R,in}^p \) records each function to be the identity function \( Id^p \).
- The global state \( \{s'_B^p, s'_R^p\}_{p \in P} \) belongs to the set \( F \) of final states if the functions stored in the global state record that \( \delta(s_{in}, \sigma) \in F \) for the word \( \sigma \) read so far. (This is achieved by evaluating the expression \( (\diamond) \) in Section 3.1.)

From the analysis of the previous section, it is clear that \( A \) accepts precisely the language \( L \). The last clause in the transition relation \( \rightarrow_p \) for send actions ensures that \( A \) will not admit a run in which \( \text{unack}_{p \rightarrow q}(E_{\sigma}) \) grows beyond \( B \) events for any input \( \sigma \) and any pair of processes \( p, q \). This ensures that every reachable configuration of \( A \) is \( B \)-bounded. Finally, we observe that \( A \) is deterministic because the time-stamping automaton \( A^B \) is deterministic and the update procedure for residues described in Section 3.4 is also deterministic. Thus, we have established the following:

**Lemma 3.14.** Let \( L \subseteq \Sigma^* \) be a \( B \)-bounded regular MSC language. Then there exists a \( B \)-bounded message-passing automaton \( A \) over \( \Sigma \) such that \( L(A) = L \).

The main result of this section, stated in the following theorem, is an easy consequence of the preceding Lemma combined with Proposition 3.2.

**Theorem 3.15.** Let \( L \subseteq \Sigma^* \). Then \( L \) is a regular MSC language if and only if there exists a bounded message-passing automaton \( A \) over \( \Sigma \) such that \( L(A) = L \).

We conclude by providing an upper bound for the size of \( A \).
Proposition 3.16. Let $n$ be the number of processes in the system, $m$ be the number of states of the minimum DFA $A_L$ for $L$ and $B$ the bound computed from the channel-capacity functions of $A_L$. Then, the number of local states of each component $A_p$ is at most $2^{O(Bn^2m\log m)}$.

Proof. Each process $p$ has to maintain one function from $S \rightarrow S$ for each subset of its primary events. The number of distinct primary events is bounded by $O(Bn^2)$—for any ideal $I$, there are at most $O(n)$ events in $\text{latest}_p(I)$ and $O(Bn^2)$ events in $\text{unack}_p(I)$. Thus, $p$ has to maintain at most $2^{O(Bn^2)}$ functions from $S \rightarrow S$. Since each function from $S \rightarrow S$ can be written down using $m\log m$ bits, the entire state of $p$ can be described using $2^{O(Bn^2)m\log m}$ bits, whence the result follows. □

4. A logical characterization

We formulate a monadic second-order logic that characterizes regular $B$-bounded MSC languages for each fixed $B \in \mathbb{N}$. Thus, our logic will be parameterized by a pair $(\mathcal{P}, B)$. For convenience, we fix $B \in \mathbb{N}$ through the rest of the section. As usual, we assume a supply of individual variables $x, y, \ldots$, a supply of set variables $X, Y, \ldots$, and a family of unary predicate symbols $\{Q_a|a \in \Sigma\}$. The syntax of the logic is then given by:

$$\text{MSO}(\mathcal{P}, B) := Q_a(x) \mid x \in X \mid x \leq y \mid \neg \varphi \mid \varphi_1 \lor \varphi_2 \mid (\exists x)\varphi \mid (\exists X)\varphi.$$ 

Thus, the syntax does not reflect any information about the bound $B$ or the structural features of an MSC. These aspects will be dealt with in the semantics. Let $\mathcal{M}(\mathcal{P}, B)$ be the set of $B$-bounded MSCs over $\mathcal{P}$. The formulas of our logic are interpreted over the members of $\mathcal{M}(\mathcal{P}, B)$. Let $M = (E, \leq, \lambda)$ be an MSC in $\mathcal{M}(\mathcal{P}, B)$ and $I$ be an interpretation that assigns to each individual variable $x$ a member $I(x)$ in $E$ and to each set variable $X$ a subset $I(X)$ of $E$. Then $M \models_I \varphi$ denotes that $M$ satisfies $\varphi$ under $I$. This notion is defined in the expected manner—for instance, $M \models_I Q_a(x)$ if $\lambda(I(x)) = a, M \models_I x \leq y$ if $I(x) \leq I(y)$ etc. For convenience, we have used $\leq$ to denote both the predicate symbol in the logic and the corresponding causality relation in the model $M$.

As usual, $\varphi$ is a sentence if there are no free occurrences of individual or set variables in $\varphi$. With each sentence $\varphi$ we can associate an MSC language $L_\varphi \overset{\text{def}}{=} \{M \in \mathcal{M}(\mathcal{P}, B) \mid M \models \varphi\}$. We say that $\mathcal{L} \subseteq \mathcal{M}(\mathcal{P}, B)$ is MSO$(\mathcal{P}, B)$-definable if there exists a sentence $\varphi$ such that $L_\varphi = \mathcal{L}$. For convenience, we often use “definable” to mean “MSO$(\mathcal{P}, B)$-definable.” We wish to argue that $\mathcal{L} \subseteq \mathcal{M}(\mathcal{P}, B)$ is definable iff it is a $B$-bounded regular MSC language. It turns out that the techniques used for proving a similar result in the theory of traces [12] can be suitably modified to derive our result.

Lemma 4.1. Let $\varphi$ be a sentence in MSO$(\mathcal{P}, B)$. Then $L_\varphi$ is a $B$-bounded regular MSC language.

Proof sketch. The fact that $L_\varphi$ is $B$-bounded follows from the semantics and hence we just need to establish regularity. Consider MSO$(\Sigma)$, the monadic second-order theory of finite strings in $\Sigma^*$. This logic has the same syntax as MSO$(\mathcal{P}, B)$ except that, to avoid confusion, we will use the predicate symbol $\preceq$ instead of $\leq$ and interpret $\preceq$ as the usual ordering relation over the positions of a structure in $\Sigma^*$. Let $L = \operatorname{lin}(L_\varphi)$. We exhibit a sentence $\varphi_\tilde{\varphi}$ in MSO$(\Sigma)$ such that $L = \{\sigma \mid \sigma \models \varphi_\tilde{\varphi}\}$. The required conclusion will then follow from Büchi’s theorem [8]. Let $\{K_0, K_1, \ldots, K_n\}$ be the
set \( \mathcal{K} \in \mathbb{N}_{Ch} \mid \forall c \in Ch. \mathcal{K}(c) \leq B \). Without loss of generality, assume that \( \mathcal{K}_0(c) = 0 \) for every \( c \in Ch \). For \( \mathcal{K} \in \mathbb{N}_{Ch} \) and \( c \in Ch \), let \( \mathcal{K}^{++c} \) to be the member of \( \mathbb{N}_{Ch} \) where \( \mathcal{K}^{++c}(c) = \mathcal{K}(c) + 1 \) and \( \mathcal{K}^{++c}(d) = \mathcal{K}(d) \) for all \( d \neq c \). Similarly, for \( \mathcal{K} \in \mathbb{N}_{Ch} \) and \( c \in Ch \) such that \( \mathcal{K}(c) > 0 \), \( \mathcal{K}^{--c} \) is given by \( \mathcal{K}^{--c}(c) = \mathcal{K}(c) - 1 \) and \( \mathcal{K}^{--c}(d) = \mathcal{K}(d) \) for all \( d \neq c \).

The required sentence \( \hat{\varphi} \) will be of the form:

\[
(\exists X_{K_0})(\exists X_{K_1})\cdots(\exists X_{K_n})(COMP \land B\text{-}BOUNDED \land \|\varphi\|),
\]

where \( COMP, B\text{-}BOUNDED \), and \( \|\varphi\| \) are defined as follows. We provide these definitions in textual form to enhance readability. They can be easily converted to formulas in MSO(\( \Sigma \)).

First we define \( COMP \) to be the conjunction of the following formulas.

1. Every position \( x \) belongs to exactly one of the sets in \( \{X_{K_0}, \ldots, X_{K_n}\} \).
2. If \( x \) is the first position then \( x \in X_{K_0} \).
3. If \( x \) is the last position then \( Q_{q\#p}(x) \) for some \( c = (p, q) \). Moreover \( x \) belongs to \( X_{K_m} \) such that \( \mathcal{K}_m(c) = 1 \) and \( \mathcal{K}_m(d) = 0 \) for \( d \neq c \).
4. If \( y \) is the successor of \( x \), \( Q_{q\#p}(x, y) \in X_{K_i} \) and \( y \in X_{K_j} \), then \( \mathcal{K}_j = \mathcal{K}_i^{++c} \), where \( c = (p, q) \).
5. If \( y \) is the successor of \( x \), \( Q_{q\#p}(x, y) \in X_{K_i} \) and \( y \in X_{K_j} \), then \( \mathcal{K}_i(c) > 0 \) and \( \mathcal{K}_j = \mathcal{K}_i^{--c} \), where \( c = (p, q) \).

The formula \( \|\varphi\| \) is given inductively as follows:

- \( \|Q_a(x)\| \overset{\text{def}}{=} Q_a(x) \).
- \( \|x \in X\| \overset{\text{def}}{=} x \in X \).
- \( \|\neg \varphi'\| \overset{\text{def}}{=} \neg \|\varphi'\| \).
- \( \|\varphi_1 \lor \varphi_2\| \overset{\text{def}}{=} \|\varphi_1\| \lor \|\varphi_2\| \).
- \( \|\exists x \varphi\| \overset{\text{def}}{=} (\exists X)\|\varphi\| \).
- \( \|\exists X \varphi\| \overset{\text{def}}{=} (\exists X)\|\varphi\| \).

Finally, \( \|x \leq y\| \overset{\text{def}}{=} x \subseteq y \) where we shall first define \( \subseteq \) in terms of \( \subseteq \) and then define \( \subseteq \). This translation is based on the fact that in an MSC \( M = (E, \leq, \lambda) \), \( \leq = (\cup_{p,q \in \mathcal{P}} < pq \cup \cup_{p \in \mathcal{P}} \leq pp)^* \).

The formula \( x \subseteq y \) asserts existence of non-empty subsets \( \{p_1, p_2, \ldots, p_m\} \) of processes and \( \{x_1, y_1, x_2, y_2, \ldots, x_m, y_m\} \) of positions such that \( x = x_1 \) and \( y_m = y \). Further, \( x_i \leq y_i \) and \( x_i \) and \( y_i \) are both in \( \Sigma_{p_i} \) for \( 1 \leq i \leq m \). In addition, \( y_i \subseteq x_{i+1} \) for \( 1 \leq i < m \).

The predicate \( x \subseteq y \) is given by: \( x \preceq y \) and there is a channel \( c = (p, q) \) such that \( Q_{p\#q}(x) \) and \( Q_{q\#p}(y) \). Further, if \( x \in X_{K_m} \) then there are exactly \( \mathcal{K}_m(c) \) occurrences of the symbol \( q\#p \) between the positions \( x \) and \( y \) (and not including \( y \)).

The formula \( B\text{-}BOUNDED \) asserts that the word under consideration is \( B \)-bounded. Proposition 3.7 implies that a word \( w \) violates \( B \)-boundedness if and only if there is a \( q\#p \)-event that is causally independent of (i.e., incomparable under \( \subseteq \) from) at least \( (B + 1) \) \( p\#q \)-events. This can be easily stated in MSO.

It is now straightforward to show that \( \hat{\varphi} \) has the required property. \( \square \)
Lemma 4.2. Let $L \subseteq M(P, B)$ be a regular MSC language. Then $L$ is definable in MSO($P, B$).

Let $L = lin(L)$. Then $L$ is a regular (string) MSC language over $\Sigma$. Hence by Büchi’s theorem [8] there exists a sentence $\varphi$ in MSO($\Sigma$) such that $L = \{ \sigma \mid \sigma \models \varphi \}$. An important property of $\varphi$ is that one linearization of an MSC satisfies $\varphi$ iff all linearizations of the MSC satisfy $\varphi$. We then define the sentence $\widehat{\varphi} = \|\varphi\|$ in MSO($P, B$) inductively such that the language of MSCs defined by $\widehat{\varphi}$ is precisely $L$. The key idea here is to define a canonical linearization of MSCs and show that the underlying linear order is expressible in MSO($P, B$). As a result, we can look for a formula $\widehat{\varphi}$ that will say “along the canonical linearization of an MSC, the sentence $\varphi$ is satisfied.” We present below the main ideas and constructions involved in arriving at $\widehat{\varphi}$.

Throughout what follows, we fix a strict linear order $\prec \subseteq \Sigma \times \Sigma$. Consider an MSC $M = (E, \preceq, \lambda)$. For $e \in E$, let $\uparrow e = \{ e' \mid e \preceq e' \}$. For events $e, e' \in E$, we define $e \co e'$ if $e \not\preceq e'$ and $e' \not\preceq e$. For $X \subseteq E$, let $\lambda(X) = \{ \lambda(e) \mid e \in X \}$. Next, suppose that $\emptyset \not\preceq \Sigma' \subseteq \Sigma$. Then $\min(\Sigma')$ is the least element of $\Sigma'$ under $\prec$. Finally, suppose $e, e' \in E$ with $e \co e'$. Then $\Sigma_{ee'} = \lambda(\uparrow e \setminus \uparrow e')$.

Let $M = (E, \preceq, \lambda)$ be an MSC. Then the ordering relation $\prec$ induces the ordering relation $\prec_M \subseteq E \times E$ given by $e \prec_M e'$ if $e < e'$ or $(e \co e'$ and $\min(\Sigma_{ee'}) < \min(\Sigma_{e'e})$).

Claim 4.3. Let $M = (E, \preceq, \lambda)$ be an MSC. Then $(E, \prec_M)$ is a strict linear order and $\prec_M$ is a linearization of $\preceq$.

Proof. Same as the proof of [34, Lemma 15], which asserts an identical result in the setting of (infinite) Mazurkiewicz traces. □

We next exhibit a formula in MSO($P, B$) (for any $B \in \mathbb{N}$) that captures the relation $\prec_M$ for each $B$-bounded MSC $M$. First, we define the formula $\min(z_1, z_2, a)$ where $z_1$ and $z_2$ are individual variables and $a \in \Sigma$ via:

$$\min(z_1, z_2, a) = (\exists z)[z_1 \leq z \land \neg(z_2 \leq z) \land Q_a(z) \land (\forall z')((z_1 \leq z' \land \neg(z_2 \leq z')) \Rightarrow Q_a(z') \lor \bigvee_{a \leq a'} Q_a(z'))].$$

The formula $Lex(x, y)$ is now given by:

$$Lex(x, y) = (x < y) \lor \left(\co(x, y) \land \bigvee_{a \leq b} \min(x, y, a) \land \min(y, x, b)\right),$$

where $\co(x, y)$ is an abbreviation for $\neg(x \leq y) \land \neg(y \leq x)$.

Turning now to the proof of Lemma 4.2, let $L = lin(L)$. Then $L$ is a regular (string) MSC language over $\Sigma$. Hence by Büchi’s theorem [8] there exists a sentence $\varphi$ in MSO($\Sigma$) such that $L = \{ \sigma \mid \sigma \models \varphi \}$. We now define the formula $\widehat{\varphi} = \|\varphi\|$ in MSO($P, B$) inductively as follows:

$$\|Q_a(x)\| = Q_a(x) \land \|x \leq y\| = (x \leq y \land y \leq x) \lor Lex(x, y).$$

The remaining clauses are the natural ones. It is now straightforward to verify that $L_{\widehat{\varphi}} = L$. The key step in the proof is to show the following: Suppose $M \in M(P, B)$ and $\sigma$ is the linearization of $M$ dictated by $\prec_M$. Then $M$ is a model of $\widehat{\varphi}$ iff $\sigma$ is a model of $\varphi$. This follows easily by structural induction on $\varphi$. The required conclusion can now be derived by exploiting the fact that $L$ is $\sim$-closed.
Since MSO(Σ) is decidable, it follows that MSO(\(P, B\)) is decidable as well. We can now summarize the results characterizing regularity as follows.

**Theorem 4.4.** Let \(L \subseteq \Sigma^*\), where \(\Sigma\) is the communication alphabet associated with a set \(P\) of processes. Then, the following are equivalent.

(i) \(L\) is a regular MSC language.
(ii) \(L\) is a \(B\)-bounded regular MSC language, for some \(B \in \mathbb{N}\).
(iii) There exists a bounded message-passing automaton \(A\) such that \(L(A) = L\).
(iv) \(L\) is MSO(\(P, B\))-definable, for some \(B \in \mathbb{N}\).

5. Message sequence graphs

The standard method to describe multiple communication scenarios is to generate collections of MSCs by means of hierarchical message sequence charts (HMSCs). As described in the introduction, to analyze HMSCs, it suffices to flatten them out to obtain message sequence graphs (MSGs). As a consequence, henceforth we concentrate on MSGs rather than HMSCs.

An MSG allows the protocol designer to write a finite specification that combines MSCs using basic operations such as branching choice, composition, and iteration. Such MSGs are finite directed graphs with designated initial and terminal vertices. Each vertex in an MSG is labelled by an MSC. The edges represent the natural operation of MSC concatenation. The collection of MSCs represented by an MSG consists of all those MSCs obtained by tracing a path in the MSG from an initial vertex to a terminal vertex and concatenating the MSCs that are encountered along the path.

Formally, the (asynchronous) concatenation of MSCs is defined as follows. Let \(M_1 = (E_1, \leq_1, \lambda_1)\) and \(M_2 = (E_2, \leq_2, \lambda_2)\) be a pair of MSCs such that \(E_1\) and \(E_2\) are disjoint. The (asynchronous) concatenation of \(M_1\) and \(M_2\) yields the MSC \(M_1 \circ M_2 = (E, \leq, \lambda)\) where \(E = E_1 \cup E_2, \lambda(e) = \lambda_i(e)\) if \(e \in E_i, i \in \{1, 2\}\), and \(\leq = (\bigcup_{p,q \in P} <_{pq})^\ast\), where \(<_{pq} = <_{pq}^1 \cup <_{pq}^2 \cup \{(e_1, e_2) \mid e_1 \in E_1, e_2 \in E_2, \lambda(e_1) \in \Sigma_p, \lambda(e_2) \in \Sigma_q\}\) and for \((p, q) \in Ch\), \(<_{pq}^1 = <_{pq}^2 \cup <_{pq}\).

We can now formally define MSGs. A message sequence graph (MSG) is a structure \(G = (Q, \rightarrow, Q_{in}, F, \Phi)\), where:

- \(Q\) is a finite and non-empty set of states.
- \(\rightarrow \subseteq Q \times Q\).
- \(Q_{in} \subseteq Q\) is a set of initial states.
- \(F \subseteq Q\) is a set of final states.
- \(\Phi : Q \rightarrow \mathcal{M}\) is a (state-)labelling function.

A path \(\pi\) through an MSG \(G\) is a sequence \(q_0 \rightarrow q_1 \rightarrow \cdots \rightarrow q_n\) such that \((q_{i-1}, q_i) \in \rightarrow\) for \(i \in \{1, 2, \ldots, n\}\). The MSC generated by \(\pi\) is \(M(\pi) \triangleq M_0 \circ M_1 \circ M_2 \circ \cdots \circ M_n\), where \(M_i = \Phi(q_i)\). A path \(\pi = q_0 \rightarrow q_1 \rightarrow \cdots \rightarrow q_n\) is a run if \(q_0 \in Q_{in}\) and \(q_n \in F\). The language of MSCs accepted by \(G\) is \(L(G) = \{M(\pi) \in \mathcal{M} \mid \pi\) is a run through \(G\).\)
An example of an MSG is depicted in Fig. 5. It is not hard to see that the language $\mathcal{L}$ defined is not regular. To see this, we note that $\mathcal{L}$ projected to $\{p!q, r!s\}^*$ is $\{\sigma \in \{p!q, r!s\}^* \mid |\sigma|_{p!q} = |\sigma|_{r!s} \geq 1\}$, which is not a regular string language. (Recall that regular languages are closed under projections.)

Following [2] we now define the notion of a \textit{locally synchronized MSG}.

**Communication graph.** For an MSC $M = (E, \preceq, \lambda)$, let $CG_M$, the \textit{communication graph} of $M$, be the directed graph $(P, \rightarrow)$ where:

- $P$ is the set of processes of the system.
- $(p, q) \in \rightarrow$ iff there exists an $e \in E$ with $\lambda(e) = p!q$.

$M$ is said to be \textit{com-connected} if $CG_M$ consists of one non-trivial strongly connected component and isolated vertices. An MSC language $\mathcal{L} \subseteq M$ is com-connected in case each MSC $M \in \mathcal{L}$ is com-connected.

**Locally synchronized MSGs.** The MSG $\mathcal{G}$ is \textit{locally synchronized} \footnote{This notion is called “bounded” in [2]. The terminology “locally synchronized” is taken from [29].} if for every loop $\pi = q \rightarrow q_1 \rightarrow \cdots \rightarrow q_n \rightarrow q$, the MSC $M(\pi)$ is com-connected. In our terminology, we will say that an MSC language $\mathcal{L}$ is a \textit{locally synchronized MSG-language} if there exists a locally synchronized MSG $\mathcal{G}$ with $\mathcal{L} = L(\mathcal{G})$. Fig. 6 illustrates the communication graphs of the example MSCs encountered thus far. It is easy to see that neither $M$ nor $M_1 \circ M_2$ are com-connected.

Clearly, the MSG of Fig. 5 is \textit{not} locally synchronized. This is no coincidence, as it will turn out that every locally synchronized MSG-language is a regular MSC language.
6. Finitely generated regular MSC languages

As pointed out in the introduction, a standard way of representing a collection of MSCS is to use an HMSC or—equivalently from a formal standpoint—as an MSG. Our goal here is to pin down the power of this representation relative to the class of regular MSC languages. Stated differently we wish to characterize the class of regular MSC languages that can be represented by MSGs.

A key feature of MSG languages is that for each such language there is a fixed finite set $X$ of MSCs such that each MSC in the language can be expressed as a concatenation of MSCs (with multiple copies) taken from $X$. Such languages are said to be finitely generated. In this section, we investigate the important connection between MSGs and finitely generated regular MSC languages.

More precisely, we characterize the locally synchronized MSG-languages as precisely the class of MSC languages that are both regular and finitely generated.

Let $L_1, L_2 \subseteq M$ be two sets of MSCs. As usual, $L_1 \circ L_2$ denotes the pointwise concatenation of $L_1$ and $L_2$, as defined out in the previous section. For $\mathcal{X} \subseteq M$, we define $\mathcal{X}^0 = \{\varepsilon\}$, where $\varepsilon$ denotes the empty MSC, and for $i \geq 0$, $\mathcal{X}^{i+1} = \mathcal{X} \circ \mathcal{X}^i$. The asynchronous iteration of $\mathcal{X}$ is then defined by $\mathcal{X}^\ast = \bigcup_{i \geq 0} \mathcal{X}^i$. Now, let $L \subseteq M$. We say that $L$ is finitely generated if there is a finite set of MSCs $X \subseteq M$ such that $L \subseteq X \ast$.

We first observe that not every regular MSC language is finitely generated. As an example, the automaton in Fig. 2 accepts a regular language that is not finitely generated. By inspection of Fig. 3 one readily verifies that none of the MSCs in this language can be expressed as the concatenation of two or more non-trivial MSCs. Hence, this language is not finitely generated.

Our interest in finitely generated languages stems from the fact that these arise naturally from standard high-level descriptions of MSC languages such as message sequence graphs. However, as we saw earlier, Fig. 5 provides an example showing that, conversely, not all finitely generated languages are regular.

The first question we address is that of deciding whether a regular MSC language is finitely generated. To do this, we need to introduce atoms. Let $M, M' \in M$ be non-empty MSCs. Then $M'$ is a component of $M$ in case there exist $M_1, M_2 \in M$, possibly empty, such that $M = M_1 \circ M' \circ M_2$. Let $\text{Comp}(M)$ denote the set of components of $M$ and let $\text{Comp}(L) = \bigcup \{\text{Comp}(M) \mid M \in L\}$.

We say that $M$ is an atom if the only component of $M$ is $M$ itself. Thus, an atom is a non-empty message sequence chart that cannot be decomposed into non-trivial subcomponents. For an MSC $M$, we let $\text{Atoms}(M)$ denote the set $\{M' \mid M' \text{ is an atom and } M' \text{ is a component of } M\}$. For an MSC language $L \subseteq M$, $\text{Atoms}(L) = \bigcup \{\text{Atoms}(M) \mid M \in L\}$. It is clear that the question of deciding whether $L$ is finitely generated is equivalent to that of checking whether $\text{Atoms}(L)$ is finite.

**Theorem 6.1.** Let $L$ be a regular MSC language. It is decidable whether $L$ is finitely generated.

**Proof sketch.** Let $A = (S, \Sigma, s_0, \delta, F)$ be the minimum DFA for $L$. From $A$, we construct a finite family of finite-state automata that together accept the linearizations of the MSCs in $\text{Atoms}(L)$. It will then follow that $L$ is finitely generated if and only if each of these automata accepts a finite language. We sketch the details below.

We know that for each live state $s \in S$, we can assign a capacity function $K_s : Ch \to \mathbb{N}$ that counts the number of messages present in each channel when the state $s$ is reached. We say that $s$ is a zero-capacity state if $K_s(c) = 0$ for each channel $c$. 


Claim 6.2. Let $M$ be an MSC in Comp($\mathcal{L}$) (in particular, in Atoms($\mathcal{L}$)) and $w$ be a linearization of $M$. Then, there are zero-capacity live states $s, s'$ in $A$ such that $s \xrightarrow{w} s'$.

If $M$ is in Comp($\mathcal{L}$), then there are MSC’s $M_1, M_2$ such that $M_1 M_2 \in \mathcal{L}$. Thus, if $w_1, w_2$ are some linearizations of $M_1$ and $M_2$, then $w_1 w_2$ is accepted by $A$. Thus, there is an accepting run $s_{in} \xrightarrow{w_1} s \xrightarrow{w} s' \xrightarrow{w_2} t$. $w_1, w_2$, and $w$ are complete words as they arise as linearizations of MSCs. Further, $s_{in}$ is a zero-capacity state and thus $s$ and $s'$ must be zero-capacity states. This proves Claim 6.2.

Claim 6.3. Let $M$ be an MSC in Comp($\mathcal{L}$). $M$ is an atom if and only if for each linearization $w$ of $M$ and each pair $(s, s')$ of zero-capacity live states in $A$, if $s \xrightarrow{w} s'$ then no intermediate state visited in this run has zero-capacity.

Let $M$ an atom and $w$ be a linearization of $M$. Suppose $w = w_1 w_2$ for non-empty words $w_1$ and $w_2$ and $s \xrightarrow{w_1} s_1 \xrightarrow{w_2} s'$, where $s_1$ is a zero-capacity state, $w_1$ and $w_2$ are non-empty complete words. Recall that every complete word is the linearization of some MSC. Let $M_1$ and $M_2$ be the MSCs corresponding to $w_1$ and $w_2$. Then, $M = M_1 o M_2 o M_3$, where $M_3$ is the empty MSC, contradicting the assumption that $M$ is an atom. Thus, the run can have no intermediate zero-capacity state.

Suppose $M$ is not an atom. Then $M = M_1 o M_2 o M_3$ where at least two of $M_1, M_2, M_3$ are non-empty. Let $w_1, w_2$, and $w_3$ be linearizations of $M_1, M_2$, and $M_3$. All three are complete words. Thus, there are states $s_1, s_2$ such that $s \xrightarrow{w_1} s_1 \xrightarrow{w_2} s_2 \xrightarrow{w_3} s'$. Since at least one of these words is non-empty, one of the states $s_1$ or $s_2$ is a zero-capacity intermediate state. This completes the proof of Claim 6.3.

Suppose $s \xrightarrow{w} s'$ and $w \sim w'$. Then it is easy to see that $s \xrightarrow{w'} s'$ as well. With each pair $(s, s')$ of live zero-capacity states we associate a language $L_M(s, s')$. A word $w$ belongs to $L_M(s, s')$ if and only if $w$ is complete, $s \xrightarrow{w} s'$ and for each $w' \sim w$ the run $s \xrightarrow{w'} s'$ has no zero-capacity intermediate states. From Claims 6.2 and 6.3 above, each of these languages consists of all the linearizations of some subset of Atoms($\mathcal{L}$) and the linearizations of each element of Atoms($\mathcal{L}$) is contained in some $L_M(s, s')$. Thus, it suffices to check for the finiteness of each of these languages.

Let $L_{s,s'}$ be the language of strings accepted by $A$ when we set the initial state to be $s$ and the set of final states to be $\{s'\}$. Clearly, $L_M(s, s') \subseteq L_{s,s'}$. We now show how to construct an automaton for $L_M(s, s')$.

We begin with $A$ and prune the automaton as follows:

- Remove all incoming edges at $s$ and all outgoing edges at $s'$.
- If $t \notin \{s, s'\}$ and $K_t = \emptyset$, remove $t$ and all its incoming and outgoing edges.
- Recursively remove all states that become unreachable as a result of the preceding operation.

Let $B$ be the resulting automaton. $B$ accepts any complete word $w$ on which the run from $s$ to $s'$ does not visit an intermediate zero-capacity state. Clearly, $L_M(s, s') \subseteq L(B)$. However, $L(B)$ may also contain linearizations of non-atomic MSCs that happen to have no non-trivial complete prefix. For all such words, we know from Claim 6.3 that there is at least one equivalent linearization on which the run passes through a zero-capacity state and which would hence be eliminated from $L(B)$. Thus, $L_M(s, s')$ is the $\sim$-closed subset of $L(B)$ and we need to prune $B$ further to obtain the automaton for $L_M(s, s')$. 
Recall that the original DFA $A$ was structurally closed with respect to the independence relation on communication actions in the following sense. Suppose $\delta(s_1, a) = s_2$ and $\delta(s_2, b) = s_3$ with $a$, $b$ independent at $s_1$. Then, there exists $s'_2$ such that $\delta(s_1, b) = s'_2$ and $\delta(s'_2, a) = s_3$.

To identify the closed subset of $L(B)$, we look for local violations of this “diamond” property and carefully prune transitions. We first blow up the state space into triples of the form $(s_1, s_2, s_3)$ for each $s_1, s_2, s_3$ such that there exist $a$ and $a'$ with $\delta(s_1, a) = s_2$ and $\delta(s_2, a') = s_3$. Let $S'$ denote this set of triples. We obtain a non-deterministic transition relation $\delta' = \{(s_1, s_2, s_3, a, (t_1, t_2, t_3)) \mid s_2 = t_1, s_3 = t_2, \delta(s_2, a) = s_3\}$. Set $S'_m = \{(s_1, s_2, s_3) \in S' \mid s_2 = s_{in}\}$ and $F' = \{(s_1, s_f, s_2) \in S' \mid s_f \in F\}$. Let $B' = (S', \Sigma, \delta', s_{in}, F')$.

Consider any state $s_1$ in $B$ such that $a$ and $b$ are independent at $s_1$, $\delta(s_1, a) = s_2$, $\delta(s_2, b) = s_3$ but there is no $s'_2$ such that $\delta(s_1, b) = s'_2$ and $\delta(s'_2, a) = s_3$. For each such $s_1$, we remove all transitions of the form $((t, s_0, s_1), a, (s_0, s_1, t'))$, and $((t, s_2, s_3), b, (s_2, s_3, t'))$ from $B'$. We then recursively remove all states that become unreachable after this pruning.

Eventually, we arrive at an automaton $C$ such that $L(C) = L_{A'}(s, s')$. Since $C$ is a finite-state automaton, we can easily check whether $L(C)$ is finite. This process is repeated for each pair of live zero-capacity states. □

We will now bring out the intimate connection between message sequence graphs and finitely generated regular MSC languages. As pointed out earlier, Alur and Yannakakis noted that every locally synchronized MSG-language is regular [2, Thm. 7]. One way to establish this result is—following [9]—to show that the asynchronous iteration of a com-connected regular MSC language is regular. The proof in [9] is based on grammars. A more direct, automata-theoretic proof of the same result is described in Appendix A. Thus, every locally synchronized MSG accepts a finitely generated regular MSC language.

All languages arising from MSGs are finitely generated, so the language accepted by the message-passing automaton on Fig. 2 shows that not all regular MSC languages can be described by MSGs. It turns out that locally synchronized MSGs generate precisely those MSC languages that are both regular and finitely generated.

**Theorem 6.4.** Let $\mathcal{L}$ be an MSC language. Then $\mathcal{L}$ is a finitely generated regular MSC language if and only if $\mathcal{L}$ is a locally synchronized MSG-language.

**Proof sketch.** From the remarks above, it suffices to show that any finitely generated regular MSC language can be accepted by some locally synchronized MSG.

Suppose $\mathcal{L}$ is a regular MSC language accepted by the minimal DFA $A = (S, \Sigma, s_{in}, \delta, F)$. Let $\text{Atoms}(\mathcal{L}) = \{a_1, a_2, \ldots, a_m\}$. For each atom $a_i$, fix a linearization $u_i \in \text{lin}(a_i)$. Define an auxiliary DFA $B = (S^\delta, \text{Atoms}(\mathcal{L}), s_{in}, \hat{\delta}, \hat{F})$ as follows:

- $S^\delta$ is the set of states of $A$ that have zero-capacity functions.
- $\hat{F} = F$.
- $\hat{\delta}(s, a_i) = s'$ iff $\delta(s, u_i) = s'$ in $A$. (Note that $u, u' \in \text{lin}(a_i)$ implies $\delta(s, u) = \delta(s, u')$, so $s'$ is fixed independent of the choice of $u_i \in \text{lin}(a_i)$.)

Thus, $B$ accepts the (regular) language of atoms corresponding to $\mathcal{L}(A)$. We can define a natural independence relation $I_d$ on atoms as follows: atoms $a_i$ and $a_j$ are independent if and only if the set
of active processes in $a_i$ is disjoint from the set of active processes in $a_j$. (The process $p$ is active in the MSC $(E, \leq, \lambda)$ if $E_p$ is non-empty.)

It follows that $L(B)$ is a regular Mazurkiewicz trace language over the trace alphabet $(Atoms(\mathcal{L}), I_A)$. As usual, for $w \in Atoms(\mathcal{L})^*$, we let $[w]$ denote the equivalence class of $w$ with respect to $I_A$.

We now fix a strict linear order $\prec$ on $Atoms(\mathcal{L})$. This induces a (lexicographic) total order on words over $Atoms(\mathcal{L})$. Let $LEX \subseteq Atoms(\mathcal{L})^*$ be given by: $w \in LEX$ if $w$ is the lexicographically least element in $[w]$.

For a trace language $L$ over $(Atoms(\mathcal{L}), I_A)$, let $lex(L)$ denote the set $L \cap LEX$.

**Fact 6.5** ([11], Sect. 6.3.1).

1. If $L$ is a regular trace language over $(Atoms(\mathcal{L}), I_A)$, then $lex(L)$ is a regular language over $Atoms(\mathcal{L})$. Moreover, $L = \{[w] \mid w \in lex(L)\}$.
2. If $w_1w_2 \in LEX$, then $w \in LEX$.
3. If $w$ is not a connected\(^6\) trace, then $ww \notin LEX$.

From (1) we know that $lex(L(B))$ is a regular language over $Atoms(\mathcal{L})$. Let $C = (S', Atoms(\mathcal{L}), s'_i, \delta', F')$ be the DFA over $Atoms(\mathcal{L})$ obtained by eliminating the (unique) dead state, if any, from the minimal DFA for $lex(L(B))$. It is easy to see that an MSC $M$ belongs to $\mathcal{L}$ if and only if it can be decomposed into a sequence of atoms accepted by $C$. Using this fact, we can derive an MSG $\mathcal{G}$ from $C$ such that $\mathcal{L}(\mathcal{G}) = \mathcal{L}$. We define $\mathcal{G} = (Q, \rightarrow, Q_m, F, \Phi)$ as follows:

- $Q = S' \times (Atoms(\mathcal{L}) \cup \{\varepsilon\})$.
- $Q_m = \{(s'_i, \varepsilon)\}$.
- $(s, b) \rightarrow (s', b')$ iff $\delta'(s, b) = s'$.
- $F' = F \times Atoms(\mathcal{L})$.
- $\Phi(s, b) = b$.

Clearly, $\mathcal{G}$ is an MSG and the MSC language that it defines is $\mathcal{L}$. We need to show that $\mathcal{G}$ is locally synchronized. To this end, let $\pi = (s, b) \rightarrow (s_1, b_1) \rightarrow \cdots \rightarrow (s_n, b_n) \rightarrow (s, b)$ be a loop in $\mathcal{G}$. We need to establish that the MSC $M(\pi) = b_1 \circ \cdots \circ b_n \circ b$ defined by this loop is com-connected. Let $w = b_1b_2 \cdots b_nb$.

Consider the corresponding loop $s \xrightarrow{b_1} s_1 \xrightarrow{b_2} \cdots \xrightarrow{b_n} s_n \xrightarrow{b} s$ in $C$. Since every state in $C$ is live, there must be words $w_1, w_2$ over $Atoms(\mathcal{L})$ such that $w_1w_2w_2 \in lex(L(B))$ for every $k \geq 0$.

From (2) of Fact 6.5, $w^k \in LEX$. This means, by (3) of Fact 6.5, that $w$ describes a connected trace over $(Atoms(\mathcal{L}), I_A)$. Further, the underlying undirected graph of the communication graph of any atom always consists of a single non-trivial connected component. From these, it is not difficult to see that the underlying undirected graph of the communication graph $CG_{M(\pi)} = (\mathcal{P}, \rightarrow)$ consists of a single connected component $C \subseteq \mathcal{P}$ and isolated processes. We have to argue that the component $C$ is, in fact, strongly connected. We show that if $C$ is not

---

\(^6\) A trace is said to be connected if, when viewed as a labelled partial order, its Hasse diagram consists of a single connected component. See [11] for a more formal definition.
strongly connected, then the regular MSC language $L$ is not $B$-bounded for any $B \in \mathbb{N}$, thus contradicting Proposition 2.4.

Suppose that the underlying graph of $C$ is connected but $C$ not strongly connected. Then, there exist two processes $p, q \in C$ such that $p \rightarrow q$, but there is no path from $q$ back to $p$ in $CG_{\pi}$. For $k \geq 0$, let $M(\pi)^k = (E, \preceq, \lambda)$ be the MSC corresponding to the $k$-fold iteration $M(\pi) \circ M(\pi) \circ \cdots \circ M(\pi)$. Since $p \rightarrow q$ in $CG_{\pi}$, it follows that there are events labelled $p!q$ and $q?p$ in $\downarrow e$. Moreover, since there is no path from $q$ back to $p$ in $CG_{\pi}$, we can conclude that in $M(\pi)^k$, for each event $e$ with $\lambda(e) = p!q$, there is no event labelled $q?p$ in $\downarrow e$. This means that $M(\pi)^k$ admits a linearization $v'_k$ with a prefix $\tau'_k$ that includes all the events labelled $p!q$ and excludes all the events labelled $q?p$, so that $\#p!q(\tau'_k) - \#q?p(\tau'_k) \geq k$.

By Proposition 2.4, since $L$ is a regular MSC language, there is a bound $B \in \mathbb{N}$ such that every word in $L$ is $B$-bounded—that is, for each $v \in L$, for each prefix $\tau$ of $v$ and for each channel $(p, q) \in Ch$ $\#p!q(\tau) - \#q?p(\tau) \leq B$. Recall that $w_1w^k_w_2 \in lex(L(B))$ for every $k \geq 0$. Fix linearizations $v_1$ and $v_2$ of the atom sequences $w_1$ and $w_2$, respectively. Then, for every $k \geq 0$, $u_k = v_1\tau_k^v v_2 \in L$ where $\tau'_k$ is the linearization of $M(\pi)^k$ defined earlier. Setting $k$ to be $B+1$, we find that $u_k$ admits a prefix $\tau_k = v_1\tau'_k$ such that $\#p!q(\tau'_k) - \#q?p(\tau_k) \geq B+1$, which contradicts the $B$-boundedness of $L$.

Hence, it must be the case that $C$ is a strongly connected component, which establishes that the MSG $G$ we have constructed is locally synchronized. \[\Box\]

It is easy to see that local synchronicity is not a necessary condition for regularity. Consider the MSG in Fig. 7, which is not locally synchronized. It accepts the regular MSC language $M_1 \circ (M_1 + M_2)$. Thus, it would be useful to provide a characterization of the class of MSGs representing regular MSC languages. Unfortunately, the following result shows that there is no (recursive) characterization of this class.

**Theorem 6.6.** The problem of deciding whether a given MSG represents a regular MSC language is undecidable.

**Proof sketch.** It is known that the problem of determining whether the trace-closure of a regular language $L \subseteq A^*$ with respect to a trace alphabet $(A, I)$ is also regular is undecidable [32]. We reduce this problem to the problem of checking whether the MSC language defined by an MSG is regular.
Let \( \tilde{A} = (A_1, \ldots, A_n) \) be a distributed alphabet implementing the trace alphabet \((A, I)\) [11]. We will fix a set of processes \( P \) and the associated communication alphabet \( \Sigma \) and encode each letter \( a \) by an MSC \( M_a \) over \( P \).

For each component \( A_i \) of \( \tilde{A} \), we create \( 1 + |A_i| \) processes that we will denote by \( p_i, p_i^{a_1}, p_i^{a_2}, \ldots, p_i^{a_k} \), where \( A_i = \{a_1, a_2, \ldots, a_k\} \). Suppose now that the letter \( a \) appears in the components \( A_{i_1}, A_{i_2}, \ldots, A_{i_k} \) of the distributed alphabet \( \tilde{A} \) with \( 1 \leq i_1 < i_2 < \ldots < i_k \leq n \). The MSC \( M_a \) representing \( a \) is then given in Fig. 8. It is easy to see that the communication graph \( CG_{M_a} \) is strongly connected. Moreover, if \( (a, b) \in I \), then the sets of active processes of \( M_a \) and \( M_b \) are disjoint. The encoding ensures that we can construct a finite-state automaton to parse any word over \( \Sigma \) and determine whether it arises as the linearization of an MSC of the form \( M_{a_1} \circ M_{a_2} \circ \cdots \circ M_{a_k} \). If so, the parser can uniquely reconstruct the corresponding word \( a_1a_2\ldots a_k \) over \( A \).

Let \( A \) be the minimal DFA corresponding to a regular language \( L \) over \( A \). We construct an MSG \( G \) from \( A \) as described in the proof of Theorem 6.4. Given the properties of our encoding, we can then establish that the MSC language \( L(G) \) is regular if and only if the trace-closure of \( L \) is regular, thus completing the reduction. \( \square \)

7. Conclusion

We have identified here the notion of a regular MSC language and have developed the basic theory of these languages by providing automata-theoretic and logical characterizations. We have
also characterized precisely the subclass of regular MSC languages definable using the mechanism of HMSCs. Our range of results shows that the notion of regularity that we have identified here is a fruitful one. Further, while it bears a pleasant similarity to the theory of regular Mazurkiewicz trace languages, its theory requires new insights and techniques due to the implicit presence of potentially unbounded FIFOs.

Our treatment of MSC languages and the related work cited so far have implicitly assumed a linear time framework. The notion of an implementation (say an MPA) satisfying a requirement specification (say, a bounded HMSC) is also an existential one; for every MSC in the requirement there exists an MSC in the implementation and conversely. The formalism of Live Sequence Charts proposed by Damm and Harel [10] suggests, however, that one could obtain a more powerful specification language based on MSCs by switching to a branching-time framework. The recent work of Harel and his collaborators [15,16] suggests that this way of using MSCs might bear a more direct and fruitful relationship with implementations than mechanisms such as HMSCs or sequence diagrams in the UML framework. In light of this, it will be interesting to formulate a suitable branching-time version of the theory reported in this paper.

Appendix A. Asynchronous iteration

In this section, we give an automata-theoretic proof that the asynchronous iteration of a connected regular MSC language remains regular. A proof of this result in terms of grammars appears in [9].

We begin with a simple characterization of asynchronous iteration that follows from the definition in Section 6.

Proposition A.1. Let \( L \subseteq M \) be an MSC language. The MSC \( M = (E, \leq, \lambda) \) belongs to \( L^\ast \), the asynchronous iteration of \( L \), iff there is a sequence of complete ideals \( \emptyset = I_0 \subset I_1 \subset \cdots \subset I_n = E \) such that for each \( j \in \{1,2,\ldots,n\} \), the partial order \( I_j \setminus I_{j-1} \) is isomorphic to some \( M' \in L \).

The ideals \( I_0 I_1 \cdots I_n \) define an \( L \)-factorization of \( M \)—that is, a factorization of \( M \) into MSCs from \( L \).

A.1. An infinite-state automaton for \( L^\ast \)

Let \( L \) be a regular MSC language. From the automata-theoretic characterization of Section 3, it follows that there is a \( B \)-bounded message-passing automaton \( A \) such that \( L(A) = L \). To construct a (sequential) automaton for \( L^\ast \), our strategy will be to guess a factorization of the input and simulate \( A \) to verify that each factor belongs to \( L \). We first construct an infinite-state automaton for \( L^\ast \) for an arbitrary regular MSC language \( L \) and then describe the conditions under which we can restrict the automaton for \( L^\ast \) to be a finite-state device.

The new automaton \( A^\ast \) that we construct uses natural numbers to label the factors. Since not every process participates in every factor, \( A^\ast \) records the sequence of factors that each process \( p \in P \) participates in and ensures that the sequence in which the factors are processed is consistent across the system. In addition, \( A^\ast \) simulates a copy of \( A \) on each factor. Initially, each factor is
labelled by the initial configuration of $A$. The simulation succeeds if the global state associated with each factor is a final configuration of $A$.

More formally, $A^\# = (S', s'_{in}, \rightarrow', F')$ where each state in $S'$ is a pair $(\mu, v)$ with $\mu : \mathcal{P} \rightarrow \mathbb{N}^*$ and $v : \mathbb{N} \rightarrow \text{Conf}_A$ such that $\mu$ satisfies the following condition:

- For any pair of processes $p$ and $q$ (not necessarily distinct) and any pair of distinct labels $\ell$ and $\ell'$, if $\ell$ appears before $\ell'$ in $\mu(p)$, then $\ell'$ does not appear before $\ell$ in $\mu(q)$.

The function $\mu$ records the order in which each process observes the $\mathcal{L}$-factors of the input word. The function $v$ keeps track of the current configuration of $A$ on each factor.

The initial state $s'_{in}$ of $A^\#$ is the pair $(\mu_{in}, v_{in})$ where $\mu_{in}(p) = \epsilon$ for each process $p$ and $v_{in}(\ell) = (s_{in}, \chi_\ell)$ for each $\ell \in \mathbb{N}$ (where $\epsilon$ is the empty word and $(s_{in}, \chi_\ell)$ is the initial configuration of $A$).

A state $(\mu, v)$ of $A^\#$ is in $F'$ whenever:

- If $\ell$ appears in $\mu(p)$ for some process $p$, $v(\ell)$ is a final configuration of $A$.
- If $\ell$ does not appear in $\mu(p)$ for any process $p$, $v(\ell) = (s_{in}, \chi_\ell)$.

Consider states $(\mu, v)$ and $(\mu', v')$ and a letter $a$ such that $a \in \Sigma_p$. Then, $(\mu, v) \xrightarrow{a} (\mu', v')$ provided:

- For $q \neq p$, $\mu'(q) = \mu(q)$.
- Either $\mu'(p) = \mu(p)$ or $\mu'(p) = \mu(p) \cdot \ell$ for some $\ell \in \mathbb{N}$.
- Let the last label in $\mu'(p)$ be $\ell$. Then, $v(\ell) \xrightarrow{a} v'(\ell)$ and for $\ell' \neq \ell$, $v'(\ell') = v(\ell')$ (where $\xrightarrow{a} \subseteq \text{Conf}_A \times \Sigma \times \text{Conf}_A$ is the global transition relation of $A$).

The following is easy to verify from the definition of $A^\#$.

**Theorem A.2.** Let $A$ be a message-passing automaton for a regular MSC language $\mathcal{L}$. Then, the automaton $A^\#$ accepts the language $\mathcal{L}^\#$.

To describe when we can restrict $A^\#$ to a finite-state device, we extend the definition of $A^\#$ so that each state has one more component. A state of $A^\#$ is now a triple of functions $(\mu, v, \tau)$, where $\mu : \mathcal{P} \rightarrow \mathbb{N}^*$ and $v : \mathbb{N} \rightarrow \text{Conf}_A$ are as before. The new component $\tau : \mathbb{N} \rightarrow 2^\mathcal{P}$ specifies the type of each label.

As before, $\mu$ records the sequence in which each process observes $\mathcal{L}$-factors while $v$ keeps track of the current configuration of each factor. The new component $\tau$ records the set of processes that participate in each factor.

The states of $A^\#$ are those triples $(\mu, v, \tau)$ that satisfy the following conditions:

- For any pair of processes $p$ and $q$ (not necessarily distinct) and any pair of distinct labels $\ell$ and $\ell'$, if $\ell$ appears before $\ell'$ in $\mu(p)$, then $\ell'$ does not appear before $\ell$ in $\mu(q)$.
- If $\tau(\ell) \neq \emptyset$ then $\ell$ appears in $\mu(p)$ for some $p \in \mathcal{P}$. Moreover, if $\ell$ appears in $\mu(p)$ then $p \in \tau(\ell)$.
The initial state $s'_{in}$ of the extended version of $A^*$ is the triple $(\mu_{in}, v_{in}, \tau_{in})$ where $\mu_{in}(p) = \varepsilon$ for each process $p$. $v_{in}(\ell) = (s_{in}, X_{\ell})$ for each $\ell \in \mathbb{N}$ and $\tau_{in}(\ell) = \emptyset$ for each $\ell \in \mathbb{N}$.

A state $(\mu, v, \tau)$ of $A^*$ is in $F'$ whenever:

- If $\ell$ appears in $\mu(p)$ for some process $p$, $v(\ell)$ is a final configuration of $A$.
- If $\ell$ does not appear in $\mu(p)$ for any process $p$, $v(\ell) = (s_{in}, X_{\ell})$.
- If $\tau(\ell) = P$ then $\ell$ appears in $\mu(p)$ for each $p \in P$.

Consider states $(\mu, v, \tau)$ and $(\mu', v', \tau')$ and a letter $a$ such that $a \in \Sigma_p$. Then, $(\mu, v, \tau) \xrightarrow{a} (\mu', v', \tau')$ provided:

- For $q \neq p$, $\mu'(q) = \mu(q)$.
- Either $\mu'(p) = \mu(p)$ or $\mu'(p) = \mu(p) \cdot \ell$ for some $\ell \in \mathbb{N}$.
- Let the last label in $\mu'(p)$ be $\ell$. Then, $v(\ell) \xrightarrow{a} v'(\ell)$ and for all $\ell' \neq \ell$, $v'(\ell') = v(\ell)$.
- Let the last label in $\mu'(p)$ be $\ell$. Then $\tau'(\ell) \supset \{p\}$ and for $\ell' \neq \ell$, $\tau'(\ell') = \tau(\ell')$. Moreover, if $\ell$ already appears in $\mu(q)$ for some $q \in P$, then $\tau'(\ell) = \tau(\ell)$. (This captures the fact that when $\ell$ is first used, $\tau(\ell)$ records a non-deterministic guess for the processes that will participate in the factor labelled $\ell$ and this guess cannot be changed.)

Once again, we can establish that $L(A^*) = L(A)^*$.

A.2. If $L$ is com-connected, $L^*$ is regular

Recall the definition of a com-connected MSC language from Section 5. The main result we want to prove is the following.

Theorem A.3. Let $L$ be a regular and com-connected MSC language. Then, $L^*$ is regular.

In the previous section, we saw how to construct an infinite-state automaton $A^*$ for $L^*$ from a message-passing automaton $A$ for $L$. To prove Theorem A.3, we shall argue that if $L$ is com-connected, $A^*$ can in fact be cut down to a finite-state automaton.

Definition A.4. Let $G = (V, E)$ be a directed graph. For $X \subseteq V$, define $nbd(X)$, the neighbourhood of $X$, to be $X \cup \{v' \mid \exists v \in X : (v', v) \in E\}$.

Proposition A.5. Let $G = (V, E)$ be a directed graph such that all non-isolated vertices form a single strongly connected component. Let $C \subseteq V$ be the vertices in this strongly connected component. Then, for any proper subset $C' \subseteq C$, $nbd(C')$ has at least one vertex in $C \setminus C'$.

Proof. Suppose that $C' \subseteq C$ but there is no vertex $v \in (C \setminus C') \cap nbd(C')$. This means there is no path from any vertex in $C \setminus C'$ to any vertex in $C'$. This contradicts the assumption that $C$ is a strongly connected component of $G$. \qed

Definition A.6. Consider a state $(\mu, v, \tau)$ of the extended automaton $A^*$ described in the previous section. The label $\ell$ is said to be dead in $(\mu, v, \tau)$ if for every $p \in \tau(\ell)$, $\mu(p) = w \cdot \ell \cdot w'$, where $w'$ is a non-empty string over $\mathbb{N}$. A label that is not dead is said to be live.
Lemma A.7. Let \( A \) be a message-passing automaton for a com-connected MSC language \( L \). In any state \( (\mu, v, \tau) \) of \( A^\circ \) only a bounded number of labels are not dead.

Proof. Let \( (\mu, v, \tau) \) be a state of \( A^\circ \) and let \( p \in \mathcal{P} \). Suppose that \( \mu(p) \) is of the form \( u_0\ell_0u_1\ell_1 \cdots \ell_ku_k \), where each \( u_i, i \in \{0, 1, \ldots, k\} \), is a string over \( \mathbb{N} \), \( \tau(\ell_0) = \tau(\ell_1) = \cdots = \tau(\ell_{k+1}) = \mathcal{P} \) and \( |\mathcal{P}| = k \). Then, \( \ell_0 \) must be dead.

Recall that for each \( \ell, \tau(\ell) \) records the set of processes that participate in the factor \( M_\ell \) labeled \( \ell \). Since \( L \) is com-connected, \( \tau(\ell) \) defines a strongly connected set of processes in \( CG(M_\ell) \).

Consider the graph \( G_{M_\ell} \). Let \( P_k = \text{nbd}(p) \) in this graph. For each process \( q \in P_k \), there is an edge from \( q \) to \( p \) in \( G_{M_\ell} \). Thus, there is at least one action \( p?q \) in the factor \( M_\ell \). Since \( p \) has progressed from the factor \( M_\ell \) to the factor \( M_{\ell+1} \), the corresponding \( q \)-action \( q!p \) in \( M_\ell \) must also have occurred already. Thus, \( q \) has also observed the factor \( \ell_k \) and \( \ell_k \) must appear in \( \mu(q) \) as well.

Let \( P_{k-1} = \text{nbd}(P_k) \) in \( G_{M_\ell} \). By a similar argument, \( \ell_{k-1} \) must appear in \( \mu(q) \) for each \( q \in P_{k-1} \).

In this vein, we can construct \( P_{k-2}, P_{k-3}, \ldots \) such that for each \( j \in \{k, k-1, \ldots, 1\}, P_{j-1} = \text{nbd}(P_j) \) in \( G_{M_\ell} \) and argue that \( \ell_{j-1} \) must appear in \( \mu(q) \) for each \( q \in P_{j-1} \). By Proposition A.5, \( P_{j-1} \setminus P_j \neq \emptyset \) and \( P_k \subset P_{k-1} \subset \cdots \subset P \). Recall that \( |P| \geq 2 \), since \( p \in P_k \) as well as the witness \( q \) such that \( q!p \in M_\ell \).

Since \( |P| = k \), we must thus have \( P_2 = P \). In other words, \( \ell_1 \) appears in \( \mu(q) \) for each \( q \in P_2 = P \). From Definition A.6, it follows that \( \ell_0 \) is dead in \( (\mu, v, \tau) \). \( \square \)

Let \( (\mu, v, \tau) \) be a state of \( A^\circ \). For any process \( p \) and any \( P \subseteq \mathcal{P} \), there are at most \( |P| \) live labels in \( \mu(p) \) of type \( P \). Thus, the number of live labels in \( \mu(p) \) is bounded by \( |\mathcal{P}| \cdot 2^{|P|} \) and the number of live labels overall in \( (\mu, v, \tau) \) is bounded by \( |\mathcal{P}|^2 \cdot 2^{|P|} \). A finite-state version of \( A^\circ \). From this, we can derive a finite-state version of \( A^\circ \) when the language accepted by \( A \) is com-connected. Instead of using the infinite set of labels \( \mathbb{N} \) to name factors, we fix a finite set of labels \( \Gamma \) such that \( |\Gamma| > |\mathcal{P}|^2 \cdot 2^{|P|} \). Thus, a state of \( A^\circ \) now consists of functions \( (\mu, v, \tau) \) that satisfies the following conditions:

- For any pair of processes \( p \) and \( q \) (not necessarily distinct) and any pair of distinct labels \( \ell \) and \( \ell' \), if \( \ell \) appears before \( \ell' \) in \( \mu(p) \), then \( \ell' \) does not appear before \( \ell \) in \( \mu(q) \).
- If \( \tau(\ell) \neq \emptyset \) then \( \ell \) appears in \( \mu(p) \) for some \( p \in \mathcal{P} \). Moreover, if \( \ell \) appears in \( \mu(p) \) then \( p \in \tau(\ell) \).
- For each \( p \in \mathcal{P}, \mu(p) \) contains at most \( |P| \) labels of type \( P \) for each \( P \subseteq \mathcal{P} \).

The last condition ensures that \( A^\circ \) is finite-state.

In the initial state \( (\mu_{in}, v_{in}, \tau_{in}), \mu_{in}(p) = \varepsilon \) for each \( p \in \mathcal{P} \), \( v_{in}(\ell) = (s_{in}, \chi_\ell) \) for each \( \ell \in \Gamma \) and \( \tau(\ell) = \emptyset \) for each \( \ell \in \Gamma \).

Let \((\mu, v, \tau)\) and \((\mu', v', \tau')\) be two states of \( A^\circ \) and let \( a \in \Sigma_p \). Then \( (\mu, v, \tau) \xrightarrow{a} (\mu', v', \tau') \) provided we can construct an intermediate triple of functions \( (\mu''(p), v''(p), \tau'') \) such that:

- For \( q \neq p, \mu''(q) = \mu(q) \).
- Either \( \mu''(p) = \mu(p) \) or \( \mu''(p) = \mu(p) \cdot \ell \) for some \( \ell \in \Gamma \) such that \( \ell \) does not already appear in \( \mu(p) \).
• Let the last label in $\mu''(p)$ be $\ell$. Then, $\nu(\ell) \Rightarrow v''(\ell)$ and for $\ell' \neq \ell$, $v''(\ell') = v(\ell')$.
• Let the last label in $\mu''(p)$ be $\ell$. Then $\tau''(\ell) \supset \{p\}$ and for $\ell' \neq \ell$, $\tau''(\ell') = \tau(\ell')$. Moreover, if $\ell$ already appears in $\mu(q)$ for some $q \in P$, then $\tau''(\ell) = \tau(\ell)$.

For $p \in P$ and $P \subseteq \mathbb{P}$, suppose that $\mu(p)$ is of the form $u_0 \ell_0 u_1 \ell_1 \ldots \ell_k u_k \ell_{k+1} u_{k+1}$, where each $u_i$, $i \in \{0, 1, \ldots, k+1\}$, is a string over $\Gamma$, $\tau(\ell_0) = \tau(\ell_1) = \cdots = \tau(\ell_{k+1}) = P$ and $|P| = k$.

Then, it is the case that $\ell_0$ is dead in $(\mu'', v'', \tau'')$ and $v''(\ell_0)$ is a final configuration of $\mathcal{A}$. (Observe that since exactly one process moves on each input, at most one dead label is generated with each move).

• $(\mu', v', \tau')$ is obtained from $(\mu'', v'', \tau'')$ by deleting the dead label $\ell_0$, if any, from $\mu(q)$ for each $q \in \tau''(\ell_0)$ and then resetting $\tau'(\ell_0) = \emptyset$ and $v'(\ell_0) = (s_{in}, \chi_\emptyset)$. If there are no dead labels in $(\mu'', v'', \tau'')$, then $(\mu', v', \tau')$ is the same as $(\mu'', v'', \tau'')$.

A state $(\mu, v, \tau)$ of $\mathcal{A}^*$ is in $F'$ provided:

• If $\ell$ appears in $\mu(p)$ for some process $p$, $v(\ell)$ is a final configuration of $\mathcal{A}$.
• If $\ell$ does not appear in $\mu(p)$ for any process $p$, $v(\ell) = (s_{in}, \chi_\emptyset)$.
• If $\tau(\ell) = P$ then $\ell$ appears in $\mu(p)$ for each $p \in P$.

From Lemma A.7, it is easy to argue that if $\mathcal{L}$ is com-connected, then the finite-state version of $\mathcal{A}^*$ accepts $\mathcal{L}^*$. This completes the proof of Theorem A.3.
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